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Abstract. The Fourier-Stieltjes algebra, B(G), of a groupoid G has re-
cently been defined using suitably defined positive definite functions. In this
paper we prove various properties of positive definite functions including
that continuous positive definite functions separate the points of G. We also
show that in certain cases the continuous elements of B(G) (denoted B(G))
and the space of complex-valued bounded continuous functions (denoted
C(G)) are topologically isomorphic as Banach algebras but not as ordered or
∗-Banach algebras. The same is shown to be true for B(G) and the space
of complex-valued bounded Borel functions (denoted M(G)). We explore
various conditions including that of an ordering map that one can place on
groupoids and their connections, and we show that if G has such an ordering
map then Cc(G) ⊆ B(G) and Mc(G) ⊆ B(G).
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INTRODUCTION

G.W. Mackey introduced the notions of virtual group and measured groupoid as
a tool for studying certain problems in analysis and geometry ([7], [8]). One moti-
vation was to extend his theory of unitary representations of group extensions. P.
Hahn in [5] and [6] developed the theory of Haar measure, convolution of functions,
and the regular representation on Mackey’s measured groupoids. This allowed him
to interpret Murray and von Neumann’s constructions of non-type I factors in the
context of convolution algebras of groupoids.
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Groupoids have also been used in the study of operator algebras and much
work has been done in this area. J. Renault studied C∗-algebras of locally com-
pact groupoids with a fixed Haar system ([15]). Since A. Ramsay showed in [12]
that measured groupoids with a quasiinvariant measure have an inessential reduc-
tion that has a locally compact topology, not much structure is lost by adapting
Renault’s point of view.

Since duality theory has played such an important role in the theory of
groups, it would be hoped that duality theory could play a similar role in the
study of groupoids. Until [14] and [16] however, no work had been done in the
duality theory of groupoids. This paper is intended to extend the work in this
area. The outline of this paper is as follows. Section 1 is devoted to background
material on groupoids. Section 2 deals with various conditions one can place on
groupoids and their connections. We will study the Fourier-Stieltjes algebras of
groupoids with some of these properties in Section 4. Additionally, in Section 2
we use a result from [12] to show that in some sense we are not losing anything by
restricting our attention to groupoids that satisfy certain properties. In Section 3
we prove various properties of positive definite functions including the fact that
the continuous positive definite functions on G separate the points in G. Section 4
discusses the Fourier-Stieltjes algebras for two special cases of groupoids. When G

is a locally compact topological groupoid with uniformly bounded fibers, we show
that B(G) and C(G) are topologically isomorphic as Banach algebras. The same
is shown to be true for B(G) and M(G). However, in Section 5 we show that the
natural order and natural involutions do distinguish these algebras. When G has
an ordering map with certain properties, we show that Cc(G) ⊆ B(G) and that
Mc(G) ⊆ B(G).

1. PRELIMINARIES

This section is intended to give a brief introduction to the author’s definitions and
notation that will be used throughout this paper. For more details of groupoids,
including complete definitions, see [5], [6], [10], [11], [12], [13], [14], [15] and [16].

Suppose G and X are sets, i is a map from X to G with the image of x

denoted by ix, and that r and s are maps from G onto X. Let

G2 = {(γ, γ1) ∈ G×G | r(γ1) = s(γ)}

which can be thought of as the set of multipliable or composable pairs. The set G

will denote a groupoid as defined in [15]. Then r will be called the range map and
s will be called the source map.
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Because of the map i, we can think of X as being a subset of G, and we
denote the image of X under i by G0. Let xG and Gx denote the sets r−1({x})
and s−1({x}) respectively, and call xG a fiber of G.

A topological groupoid is a groupoid G with a Hausdorff, second countable
topology such that G0 is closed in G and such that r, s, multiplication, and the
inverse map are all continuous. An r-discrete groupoid is a topological groupoid
such that G0 is open in G. We assume all groupoids in this paper are locally
compact topological groupoids admitting a left Haar system {λx | x ∈ X} unless
otherwise stated.

Let M(G) (respectively C(G)) denote the space of complex-valued bounded
Borel (respectively continuous) functions, let Mc(G) (respectively Cc(G)) denote
the subspace of M(G) (respectively C(G)) of functions with compact support, and
let C0(G) denote the space of complex-valued continuous functions which vanish
at infinity.

A measure µ on G is quasisymmetric if µ and µ−1 have the same null sets.
In general, let [µ] denote the measure class of µ. If λ ∈ [µ], we will say that λ and
µ are equivalent.

If λ is a left Haar system for G and µ is a probability measure on X, we form
a new measure ν on G defined by

ν(E) =
∫
X

λx(E) dµ(x).

Integration against this measure for a Borel function f is defined by∫
f(γ) dν(γ) =

∫ ∫
f(γ) dλx(γ) dµ(x)

and we write λµ for ν. We say that µ is quasiinvariant if λµ is quasisymmet-
ric ([14]).

Let Q denote the set of all quasiinvariant probability measures on X.
A Borel set N ⊆ X is Q-null if µ(N) = 0 for all µ ∈ Q. For a Borel set

N ⊆ G, N is λQ-null if λµ(N) = 0 whenever µ ∈ Q. A function f on X is Q-
essentially bounded if and only if the restriction of f to the complement of some
Q-null set is bounded.

Define
‖f‖∞ = inf{B | |f | 6 B µ-a.e. ∀µ ∈ Q}

and denote the space of all Q-essentially bounded functions by L∞(Q). We define
λQ-essentially bounded functions and their norms similarily ([14]).
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Recall that a unitary representation is given by a Hilbert bundle K over
X and a Borel homomorphism π of G such that for all γ ∈ G, π(γ) mapping
K(s(γ)) to K(r(γ)) is unitary. The left regular representation, L, is a unitary
representation given by the Hilbert bundle K(x) = L2(λx), and where for all
γ ∈ G, we define Lγ : L2(λs(γ)) → L2(λr(γ)) by (Lγf)(γ0) = f(γ−1γ0). Note that
the left regular representation is faithful.

2. TOPOLOGICAL PROPERTIES AND RELATIONS

In this section we mainly explore some topological properties of groupoids and the
relationships among these properties. We are especially interested in property (v)
of Proposition 2.2 as we will study the Fourier-Stieltjes algebras of groupoids with
this property in Section 4. After proving Proposition 2.2, we discuss some examples
of groupoids that satisfy property (ii) but not (i). We also show that if a locally
compact topological groupoid G has a left Haar system, a quasiinvariant measure
µ, and satisfies property (iv) or (v) of Proposition 2.2, then we have an inessential
reduction of G such that (iii) is satisfied. Thus, in some sense, we can always
assume property (iii) when we have a locally compact topological groupoid with a
Borel ordering map, a quasiinvariant measure, and a left Haar system. Finally, we
show that properties (i), (ii), (iii), (v), and (vii), the ones we are most interested in,
are preserved under the operations of direct sums, direct products, and inductive
limits.

Definition 2.1. A Borel map O which maps G to Z+ and which is one-
to-one on every fiber of G will be called an ordering map. A set V such that r

restricted to V is one-to-one will be called an r-set and a set S such that both r

and s restricted to S are one-to-one will be called a G-set.

Proposition 2.2. Suppose that G is a locally compact topological groupoid.
Consider the following statements:

(i) G admits a cover of compact open G-sets;
(ii) G admits a cover of disjoint open r-sets;
(iii) there exists an ordering map, O, such that O is continuous with respect

to the topology on G;
(iv) there exists an ordering map O on G such that the function f mapping

X to Z+ ∪ {∞} defined by f(x) = sup{O(γ) | γ ∈ xG} is upper semicontinuous;
(v) there exists an ordering map O on G that is bounded on compact subsets

of G;
(vi) r is a covering map;
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(vii) G is r-discrete and admits a left Haar system which is essentially the
counting measure.

We have (i) ⇒ (ii) ⇔ (iii) ⇒ (iv) ⇒ (v), (vi) ⇒ (vii), and (ii) ⇒ (vii).
If in (iii) we also have that the fibers have constant cardinality, then (iii) ⇒ (vi).
Thus, if G admits a cover of compact open G-sets and the fibers of G have constant
cardinality, then G satisfies all seven properties.

Proof. (i) ⇒ (ii) This follows from the definitions and from making the open
compact G-sets disjoint in the usual manner.

(ii) ⇒ (iii) Suppose that G admits a cover of disjoint open r-sets. This cover
is countable, possibly finite, and will be denoted by {Vn}∞n=1. Let O(γ) = n for
γ ∈ Vn. O is well defined, continuous, and is one-to-one on the fibers of G since
Vn is an r-set. Thus O is a continuous ordering map.

(iii) ⇒ (ii) Suppose that O is a continuous ordering map of G. Let Vn =
O−1({n}). Then {Vn} is a disjoint collection of open r-sets which cover G.

(iii) ⇒ (iv) Suppose that O is a continuous ordering map. Define f from X

into Z+ ∪ {∞} by f(x) = sup{O(γ) | γ ∈ xG}. Suppose that α ∈ R. If α 6 1,
then {x ∈ X | f(x) < α} = ∅. If α > 1, let

A = {x ∈ X | f(x) < α} = {x ∈ X | O(γ) < α ∀γ ∈ xG}.

Suppose that x ∈ A and let U be the open set r(O−1([1, α))) which contains x.
Since U ⊆ A, A is open for all α ∈ R.

(iv) ⇒ (v) Suppose there exists an ordering map, O, on G given by prop-
erty (iv) and suppose that F is a compact subset of G. Since f is upper semicon-
tinuous and has domain r(F ), f is bounded and achieves a maximum on r(F ). In
other words, there exists an N ∈ Z+ such that for all x ∈ r(F ) and all γ ∈ xG,
we have that O(γ) 6 N .

(vi) ⇒ (vii) Since r is a covering map, r is a local homeomorphism. In [15],
Renault shows that this is equivalent to G being r-discrete with a left Haar system.

(ii) ⇒ (vii) Suppose that G admits a cover of disjoint open r-sets Vn. Since
G is second countable, we know that there exists a countable basis, {Um}, for the
topology of G. Let A = {Vk ∩ Ul | l, k ∈ Z+}, which is a basis of open r-sets.
Renault shows in [15] that if G has a basis of open G-sets, then G is r-discrete
and admits a left Haar system. The same proof works here if you replace G-sets
by r-sets.

We now suppose that |xG| is constant for all x ∈ X.
(iii) ⇒ (vi) Suppose that O is continuous, x ∈ X, and that U is any open

set containing x. Let Vn = O−1({n}) ∩ r−1(U) and let Λ = {n ∈ Z+ | Vn 6= ∅}.
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Then {Vn | n ∈ Λ} is a collection of nonempty, pairwise disjoint sets and r−1(U) =⋃
n∈Λ

Vn.

If γ, γ′ ∈ Vn with r(γ) = r(γ′) = x, then O(γ) = O(γ′) = n. Since O is
one-to-one on xG, we have that γ = γ′. To see that r restricted to Vn is onto U ,
suppose that x ∈ U . Since Vn 6= ∅, there exists γ ∈ G such that O(γ) = n and
r(γ) ∈ U . As the fibers have constant cardinality, |r(γ)G| = |xG| and r(γ)G has
a nth element. Thus there exists a γ′ ∈ Vn such that r(γ′) = x. Hence r is a
covering map.

Note that we have actually shown the stronger statement that for any open
set U ⊆ X, r−1(U) can be written as

⋃
n∈Λ

Vn where the Vn’s are open, pairwise

disjoint, and such that r restricted to Vn is a homeomorphism of Vn onto U for
each n. The hypothesis that |xG| is constant for all x ∈ X was only used to show
that r restricted to Vn was onto U . Thus if the cardinality of the fibers is not
constant, then r is an open, continuous map such that for any open set U in X,
r−1(U) can be written as the union of open, pairwise disjoint r-sets.

Many common examples of r-discrete groupoids such as transformation
groups, where the group is countable and discrete and the space X is compact,
compact spaces with the equivalence relation x ∼ y if and only if x = y, and the
principal, transitive groupoid on n elements, satisfy all seven of the above prop-
erties. These examples all have fibers with constant cardinality as well. The next
two examples show that property (ii) does not imply property (i) in the above
proposition.

Example 2.3. Let G = X×H where H is a countable discrete group acting
on X and X is a locally compact, connected, Hausdorff, but not compact space.
Then G has a covering of disjoint, open r-sets given by X × {hn}, hn ∈ H, but G

does not have a covering of compact open G-sets as X is connected.

Example 2.4. Let G be a locally compact topological groupoid that admits
a covering of compact open G-sets and let A be a connected, locally compact
Hausdorff group which is not compact. Let c : G → A be a continuous cocycle.
Then the skew product G(c) admits a covering of disjoint open r-sets Vn, but does
not admit a covering of compact open G-sets.

If G satisfies (iv) or (v), then G automatically has a Borel ordering map, O.
The problem is that O may or may not be continuous. However, if G is a measured
groupoid, then there is a process described in [12] by which we can imbed G into
a Polish groupoid to get an inessential reduction G0 which has a locally compact
metric topology in which it is a locally compact topological groupoid. We can
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define an ordering map on G0 and by prearranging the topology on X we will
have that this ordering map on G0 is continuous.

We need the following two facts about Polish topologies ([18]).

Proposition 2.5. Let τ1, τ2, . . . be Polish topologies on a space Y , and sup-

pose τ0 ⊆
∞⋂

n=1
τn is a Hausdorff topology on Y . Then the topology τ generated

by
∞⋃

n=1
τn is Polish. If τ0, τ1, τ2, . . . all generate the same Borel sets on Y , then τ

generates the same family of Borel sets.

Proposition 2.6. Let A be a Borel subset of a Polish space Y with topology
τ . Then there exists a Polish topology τA on Y such that:

(i) τ ⊆ τA;
(ii) τA generates the same Borel sets as τ ;
(iii) A and Y \A are in τA.

Recall that a reduction of G by a Borel set Y ⊆ X is the set r−1(Y )∩s−1(Y ).
If ν is a finite Borel measure on G, we will call this reduction inessential if r(ν)(X \
Y ) = 0. For γ ∈ G, let Tγ be the left translation map from s(γ)G to r(γ)G defined
by Tγ(γ1) = γγ1. We say that ν is left quasiinvariant if it has a decomposition
for which there is an inessential reduction such that Tγ(νs(γ)) and νr(γ) have the
same null sets whenever r(γ) and s(γ) are in Y . We will call ν quasiinvariant in
the sense of measured groupoids if ν is left quasiinvariant and is quasisymmetric.
If G is an analytic Borel groupoid with a measure ν which is quasiinvariant in the
sense of measured groupoids, (G, ν) is called a measured groupoid.

Suppose that G is a locally compact topological groupoid with a left Haar
system λ and a quasiinvariant measure µ. Then G can be given a complete metric
and hence can be given a Polish topology; X has a Polish topology as well. Since
every measure class contains a Borel probability measure ([14]), we first take a
measure αx equivalent to λx such that αx(xG) = 1 for all x. Let ν denote the
measure αµ. If A is a Borel set in X, we have that

r(ν)(A) =
∫
X

αx(r−1(A)) dµ(x) =
∫
X

αx(xG)χA(x) dµ(x)

=
∫
X

χA(x) dµ(x) = µ(A).

By the definition of ν we have that for all Borel functions g,∫
g(γ) dν(γ) =

∫ ∫
g(γ) dαx(γ) dµ(x).
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Also, for all f ∈ Cc(G) we know that x 7→
∫

f(γ) dαx(γ) is Borel. Thus x 7→ αx

is a decomposition of ν with respect to r.
Since the left Haar system was assumed to be left invariant everywhere, ν is

left quasiinvariant with no reduction. If µ is quasiinvariant, then ν is quasisym-
metric by definition. Thus ν is quasiinvariant in the measured groupoid sense
and if G is a locally compact topological groupoid with a left Haar system and a
quasiinvariant measure µ, then (G, ν) is a measured groupoid.

Now suppose that G also satisfies property (iv) or (v). We know that
r(O−1({n})) = An is a Borel set in X for all n. As X has a Polish topology,
denoted τ , by Proposition 2.6 there exists a Polish topology τn on X such that
τn generates the same Borel sets as τ , τ ⊆ τn, and such that An and X \ An are

in τn. Let A =
∞⋃

n=1
An and let τA be the topology generated by

∞⋃
n=1

τn. Since

τ ⊆
∞⋂

n=1
τn is a Hausdorff topology, by Proposition 2.5 the topology τA is Polish.

Since An ∈ τn for all n, we have that A ∈ τA. Adjoin X \A to τA and generate a
Polish topology τ0

A which gives the same Borel sets on X as τA. Since τn generates
the same Borel sets on X as τ for every n, by Proposition 2.5 τA generates the
same Borel sets on X as τ . Thus τ0

A is a Polish topology on X generating the
same Borel sets on X as τ and such that An ∈ τ0

A for all n. This says that with
respect to this Polish topology on X, r(O−1({n})) is open for all n.

We now follow the construction in Theorem 2.5 of [12]. Let H be the Hilbert
bundle associated with the left regular representation using the measures αx. By
a reduction argument in [12] we can assume that the spaces H(x) have the same
dimension. There exist a Hilbert space K, a bundle isomorphism V : X × K →
X ∗ H, unitary composition operators R(γ) : H(s(γ)) → H(r(γ)), and a Borel
homomorphism U : G → U(K) = U , defined by U(γ) = V (r(γ))−1R(γ)V (s(γ)).
LetW = X×U×X and give it its usual Polish groupoid structure ([12]). With the
product topology, r(O−1({n}))×U ×X is open in W for all n. Define w : G →W
by w(γ) = (r(γ), U(γ), s(γ)). Then the argument in Theorem 2.5 shows that w is
a Borel homomorphism and that G ∼= w(G). Give G the topology it inherits from
w(G) by this identification.

To get an ordering map on w(G), define Ow(β) = O(w−1(β)) for β ∈ w(G).
Ow will be a Borel map and since O is one-to-one on the fibers on G and w−1 is
one-to-one, Ow will be one-to-one on the fibers of w(G). Then (r(O−1({n})) ×
U ×X) ∩w(G) is open in w(G) which implies that O−1

w ({n}) is open in w(G) for
all n.

The proof of Theorem 4.1 in [12] gives a process by which to construct an
inessential reduction, G0, that has a locally compact metric topology in which it is
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a topological groupoid. We note that if U is an open set in the inherited topology
on G, then U ∩ G0 will be open in G0. We have the following generalization of
Theorem 4.1 in [12].

Theorem 2.7. Let G be a locally compact topological groupoid with a left
Haar system, a quasiinvariant measure µ, and an ordering map O. Then G has
an inessential reduction G0 which has a locally compact metric topology in which
it is a topological groupoid and such that O is a continuous ordering map.

We note that we could have just as easily let our ordering map take G to Z
instead of to the positive integers. The advantage to using Z instead of Z+ is that
in the case of a transformation group when the group is Z, the ordering map defined
by O(x, n) = n is a continuous cocycle such that O−1({0}) = G0. Muhly, Qui,
and Xia showed in [9] that in this case, there is a R-invariant, faithful conditional
expectation from C∗(G) onto C0(G0) and that the K-theory of the closure of Cc(P )
in C∗(G) is isomorphic to that of C0(G0), where P = O−1([0,+∞)).

The next proposition shows that performing the operations of taking direct
sums, direct products, and inductive limits preserve some of the seven properties
of Proposition 2.2. Hence using examples that satisfy these properties, and in
particular property (v), we can construct groupoids that satisfy all of the properties
by any of these three construction methods.

Moreover, since the compact spaces corresponding to the equivalence rela-
tion u ∼ v if and only if u = v have a covering of compact open G-sets and the
transitive principal groupoids on n elements have a covering of compact open G-
sets, so do elementary groupoids of type n, elementary groupoids, approximately
elementary groupoids, and approximately finite groupoids as defined in [15]. In
particular, these types of groupoids have an ordering map that satisfies prop-
erty (v) of Proposition 2.2, and hence we will be able to say something about their
Fourier-Stieltjes algebras in Section 4.

Proposition 2.8. Properties (i), (ii), (iii), (v), and (vii) of Proposition 2.2
are preserved under the operations of direct product, direct sum, and inductive
limit of groupoids.

Proof. Let G−1 and G0 be arbitrary locally compact topological groupoids
with unit spaces X−1 and X0 respectively, and let Gn, n ∈ Z+, be an increasing
sequence of locally compact topological groupoids all having the same unit space
X and such that Gn is open in Gn+1 with the topology on Gn induced by Gn+1.

Property (i). Suppose that there exists a cover, {Vm,α | α ∈ Λ}, of compact
open Gm-sets for m ∈ {−1, 0, 1, . . .}. Then {V−1,β × V0,α | α, β ∈ Λ}, {Vj,α | j ∈
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{−1, 0}, α ∈ Λ}, and {Vj,α | j ∈ Z+, α ∈ Λ} are covers of compact open G-sets
for G−1 ×G0, G−1 ⊕G0, and

⋃
n

Gn respectively.

Property (iii). Suppose there exist ordering maps Oj : Gj → Z+ such that
Oj is continuous with respect to the topology on Gj for j ∈ {−1, 0, 1, . . .}. For each
operation, we define an ordering map that will be continuous for the respective
topologies.

For G−1 ×G0, define

O(γ−1, γ0) = 2O−1(γ−1)3O0(γ0);

for G−1 ⊕G0, define

O(γ) =
{

2O−1(γ) if γ ∈ G−1,
3O0(γ) if γ ∈ G0;

and for
⋃
n

Gn, define O(γ) = p
On(γ)
n where Gn is the first groupoid in the sequence

such that γ ∈ Gn and pn is the nth prime. Each of these maps can be shown to
be well-defined, continuous, and one-to-one on the appropriate fibers, and hence
will be ordering maps.

Property (ii). Since the operations of direct product, direct sum, and induc-
tive limit of groupoids preserve property (iii), it follows from the equivalence of
properties (ii) and (iii) that these operations preserve property (ii) as well.

Property (v). Suppose that Gn satisfies property (v) for n ∈ {−1, 0, 1, . . .}.
For G−1 × G0 let O be the ordering as defined in the proof of property (iii) and
let F be a compact set in G−1 × G0. Then πj(F ) is a compact set of Gj , where
πj is the projection map onto Gj , j ∈ {−1, 0}. By property (v), there exists Nj

such that for all γ ∈ πj(F ), Oj(γ) 6 Nj . Let N = 2N−13N0 and suppose that
(γ−1, γ0) ∈ F . Then as γj ∈ πj(F ), we have that

O(γ−1, γ0) = 2O−1(γ−1)3O0(γ0) 6 2N−13N0 = N.

For G−1⊕G0, let O be the ordering map as in the proof of property (iii) and
suppose that F ⊆ G−1 ⊕ G0 is a compact set. Since G−1 ⊕ G0 has the disjoint
union topology, F ∩Gj is compact in Gj for j ∈ {−1, 0}. By property (v), there
exists Nj ∈ Z+ such that for all γ ∈ F ∩ Gj , Oj(γ) 6 Nj . Let N = 2N−13N0 . If
γ ∈ F , then either γ ∈ F ∩G−1 or γ ∈ F ∩G0. Suppose first that γ ∈ F ∩G−1.
Then

O(γ) = 2O−1(γ) 6 2N−1 6 N.
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The case where γ ∈ F ∩ G0 is similar and thus the disjoint union operation
preserves property (v).

Finally, let O be the ordering map as in the proof of property (iii) for the
inductive limit and suppose that F ⊆

⋃
n

Gn is a compact set. Since
⋃
n

Gn is

an open covering of F , there exists a finite subcovering of F , {Gnj
}k

j=1, with
n1 < n2 < · · · < nk. Since Gnj satisfies property (v), there exists a Nnj such that

for all γ ∈ F ∩Gnj
, Onj

(γ) 6 Nnj
. Let N = max{pNn1

n1 , p
Nn2
n2 , . . . , p

Nnk
nk } where pm

is the mth prime. Suppose that γ ∈ F and let Gnj
be the first groupoid in the finite

subcovering such that γ ∈ Gnj
. Then O(γ) = p

On(γ)
n 6 N and hence

⋃
n

Gn satisfies

property (v).
Property (vii). In [15], Renault shows that the operations of direct product,

direct sum and inductive limits of topological groupoids with a left Haar system
result in a topological groupoid with a left Haar system. If Gn, n ∈ {−1, 0, 1, . . .},
is r-discrete as well, then G−1×G0, G−1⊕G0, and G =

⋃
n

Gn will be all r-discrete.

3. POSITIVE DEFINITE FUNCTIONS

Since groupoids are generalizations of groups, we would like to extend the defi-
nitions and results of positive definite functions on groups to groupoids. In [14],
the following definition is given for positive definite functions on locally compact
topological groupoids with a left Haar system λ.

Definition 3.1. Suppose that p : G → C is a bounded Borel function.
Then p is positive definite if and only if for all x ∈ X and for all f ∈ Cc(G)∫ ∫

f(γ1)f(γ2)p(γ−1
2 γ1) dλx(γ1) dλx(γ2) > 0.

Positive definite functions p1 and p2 will be called equivalent if they agree
λQ-almost everywhere. The set of all such (equivalence classes of) functions p

will be denoted by P(G). The set of all continuous functions that satisfy Defi-
nition 3.1 will be denoted P (G). Let B(G) denote the set of (equivalence classes
of) functions of the form p1 − p2 + i(p3 − p4), where pj ∈ P(G), and let B(G)
denote the continuous functions of B(G). B(G) is called the Fourier-Stieltjes
algebra of G.

In [14] B(G) is shown to be a commutative Banach algebra under pointwise
products. B(G) is provided a normed algebra structure by representing B(G) as
an algebra of completely bounded operators on M∗(G), the completion of Mc(G)
under the universal representation, ω, of G. The norm of b ∈ B(G) is then given
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by the completely bounded norm of the extension of the operator Tb taking ω(f)
to ω(bf) for f ∈ Mc(G). This Fourier-Stieltjes norm, denoted ‖ · ‖, is shown to be
complete and that ‖b‖ > ‖b‖∞ for all b ∈ B(G).

Note also that B(G) is defined to be the continuous elements in B(G) and
not the linear combination of continuous elements in P (G). Let B1(G) denote the
set of (equivalence classes of) elements of the form p1 − p2 + i(p3 − p4), where
pj ∈ P (G). Then B1(G) ⊆ B(G), but they are not necessarily equal. For an
example of a groupoid in which B1(G) 6= B(G) see Section 7 of [14]. However, we
show in Section 4 that when G is an r-discrete groupoid with uniformly bounded
fibers, then B1(G) = B(G).

We let A(G) denote the Fourier-Stieltjes closure of B(G) ∩ Mc(G) and let
A(G) denote the Fourier-Stieltjes closure of B(G) ∩ Cc(G). For locally compact
Hausdorff groups, A(G) can be shown to be equal to the set of functions of the
form f ∗ g[ where f and g are in L2(G) ([3]). Although we have not shown the
analogous result for locally compact topological groupoids, we will still call A(G)
the Fourier algebra of G.

Proposition 3.2. The following are properties of positive definite functions:
(i) P(G) and P (G) are convex sets containing the nonnegative constant

functions and which are closed under pointwise products, sums, and complex
conjugation.

(ii) If p is a continuous positive definite function, then for all x ∈ X,
p(ix) > 0.

(iii) If p is a positive definite function, then for every µ ∈ Q, we have that
p[(γ) = p(γ) λµ-a.e. where p[(γ) = p(γ−1).

(iv) If p is a positive definite function, then so are Re (p) and |p|2. We also
have that Im (p) ∈ B(G).

(v) If f : X → C is any bounded continuous function, then p(γ) =
f(s(γ))f(r(γ)) is in P (G).

Proof. The proofs of properties (i), (iii), and (iv) are straightforward and
follow from Definition 3.1 and results from [14] involving unitary representations
of groupoids and positive definite functions.

For the proof of property (ii), since p is a continuous positive definite function,
we know from [14] that there exists a unitary groupoid representation, πp, and a
continuous section, ξp, such that

p(γ) = (πp(γ)ξp(s(γ)) | ξp(r(γ))) .
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For x ∈ X, we have that

p(ix) = ‖πp(ix)ξp(x)‖2 .

For the proof of property (v), to see that p is positive definite, let π(γ) : C →
C be the identity function and let ξ(x) = f(x) for all x ∈ X. Then π is a unitary
representation for G and ξ is a section. Define

p(γ) = (π(γ)ξ(s(γ)) | ξ(r(γ))) = f(s(γ))f(r(γ))

which is a positive definite function by Lemma 3.2 in [14]. If f has compact
support, then so will p.

Proposition 3.3. If f, h ∈ Mc(G), then f ∗ f [ ∈ P(G), f [ ∗ f ∈ P(G),
and f ∗ h ∈ A(G). If f, h ∈ Cc(G), then f ∗ f [ ∈ P (G), f [ ∗ f ∈ P (G), and
f ∗ h ∈ A(G).

Proof. Let η(x) = f |xG and define p(γ) = (Lγη(s(γ)) | η(r(γ))). Then
p(γ) is equal to f ∗ f [(γ) λµ-a.e., and hence f ∗ f [ is positive definite. If, in
addition, f is continuous with compact support, f ∗f [ is continuous with compact
support ([15]).

We now define four positive definite functions. Letting g1 = (f [+h)[∗(f [+h),
g2 = (f [−h)[ ∗ (f [−h), g3 = (f [− ih)[ ∗ (f [− ih), and g4 = (f [ + ih)[ ∗ (f [ + ih),
we can write f ∗h as 1/4 [g1 − g2 + ig3 − ig4]. Thus, if f, h ∈ Mc(G), f ∗h ∈ A(G)
and if f, h ∈ Cc(G), f ∗ h ∈ A(G).

For the group case, it is known that if G is a locally compact Hausdorff
group, then B(G) and hence P (G) separate the points of G ([3]). The proof relies
on the fact that if f and h are two Borel functions of compact support, then their
convolution is a continuous function. Unfortunately, this is not necessarily true
for the convolution of two Borel functions with compact support on a groupoid.
Thus, we must construct suitable continuous functions with compact support and
use their convolution to separate points.

Proposition 3.4. P (G) separates the points of G.

Proof. Suppose γ1 and γ2 are in G with γ1 6= γ2. There is a compact set,
C, such that γ1 ∈ int(C) and γ2 /∈ C. Thus there exists an open symmetric
neighborhood, V , of is(γ1). Since γ−1

2 C and {is(γ1)} are disjoint and G is regular,

there exists an open set U containing is(γ1) such that U ∩ γ−1
2 C is the empty

set. Let W = U ∩ V . Then W is an open and symmetric neighborhood of is(γ1)

disjoint from γ−1
2 C. Because G is locally compact, we can choose W such that W

is compact.
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By Urysohn’s lemma, there exists a continuous function f mapping G to
[0, 1] such that f(γ1) = 1 and such that f(γ) = 0 for all γ ∈ G \ int(C). Likewise,
there exists a continuous function h mapping G to [0, 1] such that h(is(γ1)) = 1
and such that h(γ) = 0 for all γ ∈ G \W . Since int(C) ∩ γ2W = ∅, (f ∗ h)(γ2)
which is by definition equal to∫

f(γ)h(γ−1γ2) dλr(γ2)(γ),

will be equal to 0.
To see that (f ∗ h)(γ1) > 0, we first note that f(γ)h(γ−1γ1) 6= 0 if and

only if γ ∈ int(C) ∩ γ1W . As γ1W is open in r(γ1)G and since γ1 ∈ γ1W ∩
int(C) ∩ r(γ1)G, we have that γ1W ∩ int(C) is an open nonempty set in r(γ1)G
such that f(γ)h(γ−1γ1) > 0. Finally we know that f(γ1)h(γ−1

1 γ1) = 1, so that
(f ∗ h)(γ1) > 0.

Since f and h are in Cc(G), by Proposition 3.3, f ∗ g ∈ A(G) and we can
write f ∗h as 1/4(p1−p2+ip3−ip4) with pj ∈ P (G). Since (f ∗h)(γ1) 6= (f ∗h)(γ2),
one of the pj ’s must be such that pj(γ1) 6= pj(γ2). Thus P (G) separates the points
in G.

Corollary 3.5. If G is a compact topological groupoid, then the sup-norm
closure of B(G) is C(G).

The following corollary is proven for locally compact Hausdorff groups in [3].

Corollary 3.6. If G is a locally compact topological groupoid, then:
(i) if p ∈ A(G), then p ∈ C0(G);
(ii) if p ∈ C0(G), then p is the uniform limit of functions belonging to A(G).

Proof. (i) This follows from the fact that if p is in B(G), then ‖p‖ > ‖p‖∞.
(ii) Note that A(G) is an algebra, is closed under complex conjugation, and

separates points of G. If γ ∈ G is such that r(γ) = s(γ), then there exists
f ∈ Cc(X) such that f(r(γ)) = 1 = f(s(γ)). Then defining p by

p(γ′) = f(s(γ′))f(r(γ′)),

gives a function p in A(G) with p(γ) = 1. If r(γ) 6= s(γ), then there exists
f ∈ Cc(X), such that f(r(γ)) = 1 and f(s(γ)) = 2. Defining p as above, p ∈ A(G)
and p(γ) = 2. Thus the sup-norm closure of A(G) is C0(G).
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4. r-DISCRETE GROUPOIDS

We will need the following lemma which shows that we do not need to work with
equivalence classes of functions when G is an r-discrete groupoid as we have to in
the general case. Specifically, this means that we can evaluate p at specific points
in r-discrete groupoids.

Lemma 4.1. Suppose G is a r-discrete groupoid and that N ⊆ G is a λQ-null
set. Then N is the empty set.

Proof. We have the following equivalent statements:

λQ(N) = 0 ⇔ λµ(N) = 0, ∀µ ∈ Q

⇔
∫

xG

λx(N) dµ(x) = 0, ∀µ ∈ Q

⇔ λx(N) = 0 µ-a.e. x, ∀µ ∈ Q.

Let E = {x ∈ X | λx(N) 6= 0} which is a Q-null set. From [14], E is a
Q-null set if and only if λx(GE) = 0 for every x, where GE = {γ ∈ G | s(γ) ∈ E}.
Since λx is the counting measure for every x, we have that GE ∩xG = ∅. In other
words, for all x ∈ X, {γ ∈ G | s(γ) = x ∈ E} = ∅ which implies that E = ∅. Thus,
for all x ∈ X, λx(N) = 0, or for all x ∈ X, N ∩ xG = ∅. Since this is true for all
x ∈ X, we must have that N = ∅.

Since λx is the counting measure on xG, we can rewrite the integral in the
definition of positive definite functions using sums. Furthermore, for fixed x ∈ X

and for f ∈ Cc(G), f(γ) 6= 0 for only a finite number of γ ∈ xG. We can thus
reformulate Definition 3.1 by saying a bounded Borel function p : G → C is
positive definite, where G is an r-discrete groupoid, if and only if for all x ∈ X,
for all n ∈ Z+, for all choices cj ∈ C, 1 6 j 6 n, and for all choices γj ∈ xG,
1 6 j 6 n,

n∑
j=1

n∑
k=1

cjckp(γ−1
k γj) > 0.

We note that it is sufficient to pick distinct elements γj ∈ xG.
For fixed x ∈ X, n ∈ Z+, and distinct elements γj ∈ xG, we get n2 distinct

elements for γ−1
k γj . We can write a “multiplication table” for part of G by listing

the elements γj , 1 6 j 6 n, across the top and γ−1
k , 1 6 k 6 n, down the side. The

n2 elements that we are interested in will appear as entries once and only once
in this multiplication table. The multiplication table is written in this manner so
that the “identities” of the groupoid appear along the diagonal. Thus to determine
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whether or not p is positive definite for x ∈ X, it is sufficient to apply p to each
entry and check whether or not the resulting matrix is positive definite.

In addition to the properties of positive definite functions from the previous
section, we have the following properties for r-discrete groupoids.

Proposition 4.2. If p is a positive definite function, then for all x ∈ X,
p(ix) > 0 and p is a self-adjoint function. Additionally, p satisfies the following
inequalities for all x ∈ X and all γ1, γ2 ∈ xG:

(i) p(γ−1
1 γ1)± 2 Re(p(γ−1

2 γ1)) + p(γ−1
2 γ2) > 0;

(ii) p(γ−1
1 γ1)± 2 Im(p(γ−1

2 γ1)) + p(γ−1
2 γ2) > 0;

(iii) p(γ−1
1 γ1)p(γ−1

2 γ2) > |p(γ−1
1 γ2)|2.

These inequalites are necessary but not sufficient. For example, let G be the
transformation group of Z3 acting on the circle by rotation. Define p(z, 0) = 1,
p(z, 1) = −.435954, and p(z, 2) = −.3313 for all z ∈ T. Then p satisfies the above
inequalities, but p is not positive definite.

Proposition 4.3. Suppose p is a real-valued, self-adjoint bounded Borel
function. Then p is positive definite if and only if for all x ∈ X, for all n ∈ Z+,
for all choices dj ∈ R, 1 6 j 6 n, and for all choices γj ∈ xG,

n∑
j=1

n∑
k=1

djdkp(γ−1
k γj) > 0.

The following property is a generalization of Proposition 3.2 (i).

Proposition 4.4. P(G) is a convex cone closed under pointwise products
and closed under pointwise convergence.

Proof. Suppose that p and −p are in P(G). Then for all x ∈ X, p(ix) > 0
and −p(ix) > 0. So, p(ix) = 0 for all x ∈ X. By Proposition 4.2 for all γ ∈ G

p(γ−1γ)p(i−1
r(γ)ir(γ)) > |p(ir(γ)γ)|2

and hence p(γ) = 0 for all γ ∈ G.
Now suppose that {pn} is a sequence in P(G) that converges to p pointwise.

Then for all x ∈ X, for all suitable choices nx, for all cj ∈ C, and for all distinct
choices γj ∈ xG, 1 6 j 6 nx, we have that

nx∑
j=1

nx∑
k=1

cjckp(γ−1
k γj) = lim

n→+∞

nx∑
j=1

nx∑
k=1

cjckpn(γ−1
k γj) > 0.

Hence p is in P(G).
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Proposition 4.5. If p is a positive definite function on G strictly bounded

by ρ and f(z) =
∞∑

n=0
anzn is a holomorphic function in {z ∈ C

∣∣ |z| < ρ} with

an > 0, then f ◦ p is positive definite. In particular, if p is positive definite on G,
then so is exp(p), and if p is a positive definite function bounded by 1 and α is
any fixed number strictly between 0 and 1, then (1 − αp)−1 is a positive definite
function.

Proof. We know from Proposition 4.4 that for all N ∈ Z+ that ϕN =
N∑

n=0
anpn is positive definite. For all γ ∈ G,

N∑
n=0

anpn(γ) converges in C so we

can define (f ◦ p)(γ) =
∞∑

n=0
anpn(γ) for all γ ∈ G. Since f ◦ p is the pointwise limit

of ϕN , f ◦ p is positive definite.
Applying this result to the function f(z) = (1− z)−1, we get that (1−αp)−1

is a positive definite function.

The final property in our list requires an additional assumption on the size
of the sets xG for x ∈ X.

Proposition 4.6. Suppose G is an r-discrete groupoid whose fibers all have
finite constant cardinality of N > 1. If p is a real-valued, nonnegative positive
definite function in P(G), then for all real α > N − 2, pα is a positive definite
function. If 0 < α < N − 2 and α is not an integer, then there exists a real valued
positive definite function with positive values such that pα is not positive definite.

Proof. In [4], Fitzgerald and Horn proved that if N is an integer greater
than 1 and A = (akj) is a N × N real symmetric positive definite matrix with
nonnegative entries and if α > N − 2, then Aα = (aα

kj) is positive definite. Thus,
for the groupoid G, for all x ∈ X we let p(γ−1

k γj) = akj for γk, γj ∈ xG. We
assume that the cardinality of xG is constant N , so that for all x ∈ X we are
applying p to a N ×N matrix. Then p is a positive definite function on G.

If 0 < α < N − 2 and α is not an integer, Fitzgerald and Horn constructed a
matrix Aε = (1 + εkj) which is positive definite for all ε > 0. They then showed
that Aα

ε fails to be positive definite for sufficiently small ε (that depends on α).
Again, for all x ∈ X, we let p(γ−1

k γj) = 1 + εkj for all γk, γj in xG. Since Aα
ε fails

to be positive definite, p also will not be positive definite.

In particular, note that if N = 2, then the above shows that if p is a positive
definite function, then p1/2 is a positive definite function. However, if N > 2, then
there will always exist a positive definite function, p, such that p1/2 is not positive
definite.



192 Karla J. Oty

We will need to use the following theorem, attributed to Gershgorin, to
compute the Fourier-Stieltjes algebras of groupoids which satisfy property (v) of
Proposition 2.2.

Theorem 4.7. (Gershgorin) The union of all discs

Kj =
{

µ ∈ C | |µ− ajj | 6
n∑

k=1
k 6=j

|ajk|
}

contains all eigenvalues of the n× n matrix A = (ajk).

Corollary 4.8. Let A be a self-adjoint n× n matrix such that ajj > 0 for
1 6 j 6 n. If

n∑
k=1
k 6=j

|ajk| 6 ajj

for all j, 1 6 j 6 n, then A is positive definite.

If A is a positive definite matrix, then A is a self-adjoint matrix with non-
negative eigenvalues. However, the inequality in Corollary 4.8 does not necessarily
have to be true. For example, consider the n × n matrix A = [1]nj,k=1, i.e., the
matrix whose entries are all ones. A is positive definite but does not satisfy the
inequality in Corollary 4.8 if n is greater than two.

As an interesting fact we include the following theorem on a nonstandard
way to write any matrix as a linear combination of positive definite matrices.

Theorem 4.9. Suppose that B is any n × n matrix with complex entries.
Then B can be written as P1 − P2 + i(P3 − P4), where Pj is a positive definite
matrix for j = 1, 2, 3, 4.

Proof. We may assume without loss of generality that B is a self-adjoint
matrix with entries (bjk)n

j,k=1. If bjj 6= 0, let mj be the first integer such that

mj |bjj | >
n∑

k=1
k 6=j

|bjk|.

If bjj = 0, then let mj be the first integer such that

mj >
n∑

k=1
k 6=j

|bjk|.
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Let sgn (bjj) = 1 if bjj > 0 and sgn (bjj) = −1 if bjj < 0 and let P be the n × n

matrix such that

pjk =


mj |bjj | if j = k and bjj 6= 0,
mj if j = k and bjj = 0,
bjk if j 6= k.

Let Q be the n× n matrix such that

qjk =


|bjj |(mj − sgn (bjj)) if j = k and bjj 6= 0,
mj if j = k and bjj = 0,
0 if j 6= k.

Then P − Q = B and P and Q are positive definite matrices by the corollary to
Gershgorin’s theorem.

We now suppose that there exists an N ∈ Z+ such that for all x ∈ X,
|xG| 6 N . If G has this property, we say that G has uniformly bounded fibers.
Suppose that b is a bounded and Borel (respectively continuous) function on G.
We write b as the sum of self-adjoint, bounded and Borel (respectively continuous)
functions and construct p and q for a self-adjoint bounded Borel (respectively
continuous) function. Let

p(γ) =
{

N‖b‖∞ if γ ∈ G0,
b(γ) if γ ∈ G \G0;

and let

q(γ) =
{

N‖b‖∞ − b(γ) if γ ∈ G0,
0 if γ ∈ G \G0.

Then p and q are bounded, Borel (respectively continuous) functions. The only
possible points of discontinuity for p and q would be if there exist a sequence
{γn} ⊂ G \ G0 that converge to an element γ ∈ G0. Since G is an r-discrete
groupoid, however, this can not happen as G \G0 is closed.

We use the matrix definition of positive definiteness to show that p and q

are positive definite. Suppose x ∈ X is fixed and the elements in xG are ordered
in some fixed way. For fixed k, if j 6= k, then γ−1

k γj ∈ G \G0. We have that
N∑

j=1
j 6=k

|p(γ−1
k γj)| =

N∑
j=1
j 6=k

|b(γ−1
k γj)| 6 (N − 1)‖b‖∞ < p(γ−1

k γk).

Thus, p is positive definite. Likewise, for fixed k, N‖b‖∞ − b(γ−1
k γk) > 0, so that

q is a positive definite function.
Furthermore, from [14] Theorem 4.1, if p ∈ P(G) we have that ‖p‖ =

ess sup{p(x) | x ∈ X} which implies that ‖p‖ = N‖b‖∞. Since q(x) = N‖b‖∞ −
b(x) for all x ∈ X and N‖b‖∞ − b(x) 6 (N + 1)‖b‖∞, we have that ‖q‖ 6

(N + 1)‖b‖∞. So, if b is a self-adjoint, Borel function which is decomposed as
above into p− q, then ‖b‖ 6 (2N + 1)‖b‖∞. This gives the following theorem.
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Theorem 4.10. Let G be an r-discrete groupoid with uniformly bounded

fibers. If b is any bounded Borel function on G, then b = p1 − p2 + i(p3 − p4)

where pj is positive definite, bounded, and Borel for j = 1, 2, 3, 4. Moreover, if b

is continuous, then the pj’s are continuous.

Theorem 4.11. Let G be an r-discrete groupoid having uniformly bounded

fibers. Then we have that B(G) = B1(G) ∼= C(G) and B(G) ∼= M(G) as topological

spaces and as Banach algebras.

Proof. From the definitions, we have that B1(G) ⊆ B(G) ⊆ C(G) and

B(G) ⊆M(G). By Theorem 4.10, B1(G) = B(G) = C(G) and that M(G) = B(G)

as sets. Since for any b ∈ B(G) we have that ‖b‖∞ 6 ‖b‖ 6 2(2N +1)‖b‖∞, where

N is the uniform bound of the fibers, we know that the topologies on B(G) and

B(G) given by the sup-norm and the Fourier-Stieltjes norm are equivalent. Thus

B(G) ∼= C(G) and that B(G) ∼= M(G) as Banach algebras.

Instead of assuming that G has uniformly bounded fibers, we now assume

that G has an ordering map that is bounded on compact sets. In this case, the

above can be modified to show that the Fourier-Stieltjes closure of Cc(G) is A(G)

and that the Fourier-Stieltjes closure of Mc(G) is A(G).

Suppose that b is a bounded Borel (respectively continuous) function with

compact support written as a sum of self-adjoint, bounded Borel (respectively

continuous) functions with compact support. We thus construct p and q for a self-

adjoint bounded Borel (respectively continuous) function with compact support.

Let F be the compact set of G on which b is supported. Since O is bounded on

F , there exists N ∈ Z+ such that if γ ∈ F , then O(γ) 6 N . We define p and q

basically as above. That is, define

p(γ) =
{
‖b‖∞ if γ ∈ G0,
b(γ) if γ ∈ G \G0;

and define

q(γ) =
{

N‖b‖∞ − b(γ) if γ ∈ G0,
0 if γ ∈ G \G0.

Then p and q are bounded, Borel (respectively continuous) functions. Again, we

use the matrix definition of positive definiteness to show that p and q are positive

definite functions. In this case, however, since the fibers are possibly infinite, we

must check that for any x ∈ X and for any n ∈ Z+ that the n×n matrix is positive
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definite. Suppose that γ1, . . . , γn are distinct elements in xG. Then, for fixed k, if
j 6= k, γ−1

k γj ∈ G \G0. We have that

n∑
j=1
j 6=k

|p(γ−1
k γj)| =

n∑
j=1
j 6=k

|b(γ−1
k γj)|.

Since k is fixed, as j varies we get distinct elements γ−1
k γj ∈ r(γ−1

k )G. We know
that, at most, b is nonzero on N of these elements as O is 1-1 on r(γ−1

k )G. Thus,
we can make the following estimate:

n∑
j=1
j 6=k

|b(γ−1
k γj)| 6 N‖b‖∞.

So, again by the corollary to Gershgorin’s theorem, we have that p is positive
definite. That q is positive definite follows exactly as before.

Theorem 4.12. Let G be an r-discrete groupoid having an ordering map
that is bounded on compact sets of G. If b is any bounded Borel function with
compact support on G, then b = p1 − p2 + i(p3 − p4) where pj is positive definite,
bounded, and Borel for j = 1, 2, 3, 4. Moreover, if b is continuous, then the pj’s
are continuous.

Theorem 4.13. Let G be an r-discrete groupoid having an ordering map
that is bounded on compact sets of G. Then Mc(G) ⊆ A(G) ⊆ B(G) and Cc(G) ⊆
A(G) ⊆ B(G).

5. INVOLUTION AND ORDER

In the previous section, we saw that if G is an r-discrete groupoid with uniformly
bounded fibers, then C(G) ∼= B(G) as topological Banach algebras. It can be
shown for topological groupoids that [ is an involution on B(G) and on B(G) such
that ‖b[‖ = ‖b‖. Thus, B(G) and B(G) can be viewed as Banach ∗-algebras. For
B(G) this involution is different from the typical involution defined on C(G) by
f∗(γ) = f(γ) and thus B(G) and C(G) are not isomorphic as Banach ∗-algebras
when G is an r-discrete groupoid with uniformly bounded fibers. B(G) and C(G)
also have different natural order structures which we now discuss briefly.

Since P (G) is a cone in B(G), we can use P (G) to define a partial ordering
on B(G). Likewise the set of nonnegative real-valued functions is a cone in C(G)
and can also be used to define a partial ordering on C(G) and hence on B(G) when
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G is an r-discrete groupoid with uniformly bounded fibers. We want to show that
these two sets are unequal when N > 2.

Suppose that G is an r-discrete groupoid such that for all x ∈ X, |xG| 6 N .
Let p(ix) = N for all x ∈ X and let p(γ) = −1 for all γ ∈ G \ G0. Then p is
a self-adjoint function and by Corollary 4.8, p is positive definite. Since G is an
r-discrete groupoid, p as defined above is continuous. Thus, there is a function in
P (G) that is not in the cone for C(G). To construct a function that is in the cone
for C(G) which is not in P (G), we consider two cases.

Suppose first that G has a uniform bound of N where N > 2. By Propo-
sition 4.6, we know that there always exists a real-valued, nonnegative positive
definite function p such that p1/2 is not positive definite. Since p is real-valued
and nonnegative, p1/2 will also be real-valued and nonnegative and hence will be
in the cone for C(G) but not in P (G).

If N = 2, then we can define a function that is in the cone of C(G) and is not
in P (G) as follows. For γ ∈ G0 define p(γ) = 1 and for γ ∈ G \G0, let p(γ) = 2.
Then p is continuous because G is an r-discrete groupoid and thus p is in the cone
of C(G). To see that p is not positive definite, fix an x in X such that |xG| = 2.
Let γ denote the element in xG that is not ix. If p is positive definite, then by
Proposition 4.2, p must satisfy

p(ix)p(ix) > |p(γ)|2,

which is obviously not satisfied by p, and thus the function constructed must not
be positive definite.

If N = 1, then G = G0. In this case P (G) and the nonnegative real-valued
continuous functions on G are equal.

For locally compact groups, it is true that B(G1) and B(G2) are isometri-
cally isomorphic as Banach algebras if and only if G1 and G2 are topologically
isomorphic as groups. We would like that this property hold for locally compact
topological groupoids as well, but as yet, we have not seriously considered this
property in the groupoid case. However, the following proposition does state that
in one specific case, we do have this duality property.

Proposition 5.1. If n 6= m, then B(T × Zm) and B(T × Zn) are not iso-
morphic.

Proof. Let T×Zn be the groupoid obtained by letting Zn act on T by rotation
by e2πi/n. Using a standard result from analysis, C(T× Zn) ∼= C(T× Zm) if and
only if T × Zn and T × Zm are homeomorphic as spaces. Since B(T × Zn) ∼=
C(T × Zn) and B(T × Zm) ∼= C(T × Zm) by Theorem 4.11, we have the desired
result.
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