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ABSTRACT. The injective tensor product of normal representable bimodules
over von Neumann algebras is shown to be normal. The usual Banach module
projective tensor product of central representable bimodules over an Abelian
C∗-algebra is shown to be representable. A normal version of the projective
tensor product is introduced for central normal bimodules.

KEYWORDS: Operator bimodule, von Neumann algebra, tensor norms.

MSC (2000): Primary 46L07, 46H25; Secondary 47L25.

1. INTRODUCTION

A Banach bimodule X over C∗-algebras A and B is called representable [1],
[20] if there exist Hilbert modules H and K over A and B, respectively (that is,
Hilbert spaces with ∗-representations π : A → B(H) and σ : B → B(K)) and an
isometric A, B-bimodule homomorphism X → B(K,H). We denote the class of
all such bimodules by ARMB, and by BA(X, Y)B the space of all bounded A, B-
bimodule maps from X into Y. If, in addition, A and B are von Neumann algebras
and H and K are normal (that is, the representations π and σ are normal), then
we say that X is a normal representable A, B-bimodule, which we shall write as
X ∈ ANRMB. In [1] the fundamentals of the tensor products of representable
bimodules are studied. In particular the projective tensor seminorm on the algebraic
tensor product X ⊗B Y of two bimodules X ∈ ARMB and Y ∈ BRMC is defined
by

(1.1) γB
A,C(w) = inf

{∥∥∥
n

∑
j=1

aja∗j
∥∥∥

1/2∥∥∥
n

∑
j=1

b∗j bj

∥∥∥
1/2

: w =
n

∑
j=1

ajxj ⊗B yjbj,

aj ∈ A, bj ∈ B, xj ∈ X, yj ∈ Y, ‖xj‖ 6 1, ‖yj‖ 6 1
}

.

Taking the quotient of X⊗B Y by the zero space of this seminorm and completing,

we obtain a representable A, C-bimodule, denoted by AX
γ
⊗B YC, and the induced
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norm on this bimodule is denoted by γB
A,C again. In the case A = B = C = C this

reduces to the usual projective tensor product of Banach spaces, denoted simply

by X
γ
⊗ Y. As shown in [1], this seminorm can also be expressed by

(1.2) γB
A,C

( n

∑
j=1

xj ⊗B yj

)
= sup

n

∑
j=1

θ(xj, yj),

where the supremum is over all contractive bilinear maps θ from X × Y into
B(L,H), with H and L cyclic Hilbert modules over A and C (respectively), such
that

θ(axb, yc) = aθ(x, by)c for all a ∈ A, b ∈ B, c ∈ C, x ∈ X, y ∈ Y.

Further [1], the injective tensor seminorm is defined on X⊗B Y by

(1.3) ΛB
A,C

( n

∑
j=1

xj ⊗B yj

)
= sup

∥∥∥
n

∑
j=1

φ(xj)ψ(yj)
∥∥∥,

where the supremum is over all contractions φ ∈ BA(X, B(K,H))B and ψ ∈
BB(Y, B(L,K))C, with H, K and L cyclic Hilbert modules over A, B and C (re-
spectively).

REMARK 1.1. The restriction that H and K in the above formulas are cyclic
over A and B (respectively) implies by an argument of Smith ([22],Theorem 2.1)
that each bounded A, B-bimodule homomorphism φ from an operator A, B-bi-
module into B(K,H) is completely bounded with ‖φ‖cb = ‖φ‖. Applying this to
a pair Y ⊆ X of representable A, B-bimodules and using the extension theorem
for completely bounded bimodule maps [18], [24], it follows that each map φ ∈
BA(Y, B(K,H))B can be extended to a map ψ ∈ BA(X, B(K,H))B with ‖ψ‖ =
‖φ‖. Thus in this respect such maps behave like linear functionals.

Clearly there are similar definitions of the “projective” and the “injective”
tensor seminorms (which turn out to be norms) in the category ANRMB for von
Neumann algebras A and B; the only difference with the above definitions is that
we require the cyclic Hilbert modules H, K and L to be normal. Now the natural
question is if these new norms are different from the above ones. In Section 2 we
shall show that the two injective norms are equal. Following the observation that
the norm ΛB

A,C is in fact independent of A and C, the proof of equality of the two
injective norms will be essentially a reduction to a density question concerning
certain sets of normal states. Contrary to the injective, the two projective norms
are not the same even if A = B = C is Abelian and the bimodules are central.
Here a C-bimodule X is called central if cx = xc for all c ∈ C and x ∈ X. We denote
by CRMC the class of all central representable C-bimodules and (if C is a von
Neumann algebra) by CNRMC the subclass of all central normal representable
bimodules.
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In Section 3 we show that CX
γ
⊗C YC = CX

γ
⊗C YC for all bimodules X, Y ∈

CRMC. (Note that CX
γ
⊗C YC is just X

γ
⊗C Y, the quotient of the usual Banach

space tensor product X
γ
⊗ Y by the closed subspace generated by all elements of

the form xc⊗ y− x⊗ cy (x ∈ X, y ∈ Y, c ∈ C) [21].) The main step of the proof

will be to show that the central C-bimodule X
γ
⊗C Y is representable, which in the

more traditional terminology (see [13]) means that the usual Banach space projec-
tive tensor product of C-locally convex modules over C is already C-locally con-
vex. This simplifies the corresponding definition of such tensor product in [13].

If C is an Abelian von Neumann algebra and X, Y ∈ CNRMC, the bimodule

Z = X
γ
⊗C Y is not necessarily normal. Therefore we introduce in Section 4 a

new tensor product X
ν⊗C Y, which plays the role of the projective tensor product

in the category CNRMC. We show that Zn := X
ν⊗C Y is just the normal part

of Z in the sense that each bounded C-bimodule map φ from Z into a bimodule
V ∈ CNRMC factors uniquely through Zn. Further, the norm of elements in Zn
can be expressed by a formula similar to (1.1), but involving infinite sums that
are not necessarily norm convergent. We do not know if there is an analogous
formula in the case of non-central bimodules.

The background concerning operator spaces used implicitly in this article
can be found in any of the books [8], [18], [19].

2. NORMALITY OF THE INJECTIVE OPERATOR BIMODULE TENSOR PRODUCT

If A, B and C are von Neumann algebras and X ∈ ANRMB, Y ∈ BNRMC,
we define a norm on X⊗B Y by

(2.1) λB
A,C

( n

∑
j=1

xj ⊗B yj

)
= sup

∥∥∥
n

∑
j=1

φ(xj)ψ(yj)
∥∥∥,

where the supremum is over all contractions φ ∈ BA(X, B(K,H))B and ψ ∈
BB(Y, B(L,K))C with H, K and L normal cyclic Hilbert modules over A, B and C
(respectively). Except for the normality requirement on Hilbert modules, this is
the same formula as (1.3), hence λB

A,C 6 ΛB
A,C.

REMARK 2.1. To show that λB
A,C is definite, suppose that w =

n
∑

j=1
xj ⊗ yj ∈

X ⊗B Y is such that
n
∑

j=1
φ(xj)ψ(yj) = 0 for all φ and ψ as in the definition of

λB
A,C. We may assume that X ⊆ B(HB,HA) and Y ⊆ B(HC,HB) for some nor-

mal (faithful) Hilbert modules HA, HB and HC over A, B and C, respectively.
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Decomposing HA, HB and HC into direct sums of cyclic submodules,

HA =
⊕

i
e′iHA, HB =

⊕

j
f ′jHB, HC =

⊕

k

g′kHC,

where e′i ∈ A′, f ′j ∈ B′ and g′k ∈ C′ are projections, and considering the maps
of the form φ(x) = e′ixb′ f ′j and ψ(y) = f ′j b′yg′k, where b′ ∈ B′, it follows that

[x1, . . . , xn]B′[y1, . . . , yn]t = 0, which implies that
n
∑

j=1
xj ⊗ yj = 0 (see e.g. Lem-

ma 1.1 of [14]).

We would like to show that ΛB
A,C = λB

A,C, but first we shall show that ΛB
A,C

and λB
A,C are independent of A and C. We simplify the notation by λB := λB

C,C
and ΛB := ΛB

C,C. Note that Remark 1.1 implies that both norms ΛB
A,C and λB

A,C
are preserved under isometric embeddings of bimodules.

The conjugate (that is, the dual) space H∗ of a (left) Hilbert A-module H is
regarded below as a right A-module by ξ∗a = (a∗ξ)∗ (ξ ∈ H, a ∈ A), where ξ∗
denotes ξ regarded as an element of H∗.

PROPOSITION 2.2. The seminorms ΛB
A,C (for representable bimodules over C∗-

algebras) and λB
A,C (for normal representable bimodules over von Neumann algebras) do

not depend on A and C.

Proof. Choose ε > 0. Given w =
n
∑

j=1
xj ⊗B yj ∈ X ⊗B Y and contractions

φ ∈ BA(X, B(K,H))B, ψ ∈ BB(Y, B(L,K))C as in (1.3) or (2.1), we choose unit
vectors ξ ∈ H and η ∈ L such that

∣∣∣
〈 n

∑
j=1

φ(xj)ψ(yj)η, ξ
〉∣∣∣ >

∥∥∥
n

∑
j=1

φ(xj)ψ(yj)
∥∥∥− ε.

Then

α : X → K∗, α(x) = (φ(x)∗ξ)∗ and β : Y → K, β(y) = ψ(y)η

are contractive homomorphisms of modules over B such that
∣∣∣

n

∑
j=1
〈β(yj), α(xj)∗〉

∣∣∣ >
∥∥∥

n

∑
j=1

φ(xj)ψ(yj)
∥∥∥− ε.

This implies that ΛB(w) > ΛB
A,C(w) and λB(w) > λB

A,C(w).
To prove the inequality ΛB(w) 6 ΛB

A,C(w), let π : B → B(K) be a cyclic
representation and let α ∈ B(X,K∗)B, β ∈ BB(Y,K) be contractions such that

(2.2)
∣∣∣

n

∑
j=1
〈β(yj), α(xj)∗〉

∣∣∣ > ΛB(w)− ε.

Since ΛB
A,C is preserved by inclusions we may assume that X and Y are C∗-

algebras containing A ∪ B and B ∪ C (respectively). Then, since α and β are
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complete contractions by a result of Smith quoted in Remark 1.1, it follows by
the representation theorem for such mappings (see p. 102 of [18]) that there exist
Hilbert spaces H and L, ∗-representations Φ : X → B(H) and Ψ : Y → B(L),
unit vectors ξ ∈ H and η ∈ L and contractions S ∈ B(K,H), T ∈ B(L,K) such
that

(2.3) α(x) = ξ∗Φ(x)S and β(y) = TΨ(y)η.

Clearly we may adjust H, K, S and T so that [Φ(X)ξ] = H and [Ψ(Y)η] = L.
Then it follows from (2.3) (since α and β are B-module maps) that

(2.4) Φ(b)S = Sπ(b) and TΨ(b) = π(b)T (b ∈ B).

ReplaceHwith the subspaceH1 = [Φ(A)ξ] and Lwith L1 = [Ψ(C)η] and define

ψ : Y → B(L1,K), by ψ(y) = TΨ(y)|L1

and
φ : X → B(K,H1), by φ(x) = PΦ(x)S,

where P ∈ B(H) is the orthogonal projection onto H1. Then η ∈ L1, ξ ∈ H1 and
by (2.3)

(2.5) α(x) = ξ∗φ(x) (x ∈ X) and β(y) = ψ(y)η (y ∈ Y).

Moreover, H1, K and L1 are cyclic over A, B and C (respectively) and (2.4) (to-
gether with the fact that H1 and L1 are invariant under Φ(A) and Ψ(C), respec-
tively) implies that φ(axb) = Φ(a)φ(x)π(b) and ψ(byc) = π(b)ψ(y)Ψ(c), thus
φ ∈ BA(X, B(K,H1))B and ψ ∈ BB(X, B(L1,K))C are of the type required in the
definition of the norm ΛB

A,C. Since from (2.5) and (2.2) we have that
∥∥∥

n

∑
j=1

φ(xj)ψ(yj)
∥∥∥ >

∣∣∣
〈 n

∑
j=1

φ(xj)ψ(yj)η, ξ
〉∣∣∣ =

∣∣∣
n

∑
j=1
〈β(yj), α(xj)∗〉

∣∣∣ > ΛB(w)− ε,

it follows that ΛB
A,C(w) > ΛB(w).

The proof of the inequality λB(w) 6 λB
A,C(w) is same as the proof in the

previous paragraph, with the addition that we must achieve that the modules
K, H1 and L1 are normal. First, since X ∈ ANRMB and Y ∈ BNRMC we may
assume (by standard arguments) that (up to isometric isomorphisms) A, X, B ⊆
B(H0) and B, Y, C ⊆ B(L0) for some Hilbert spaces H0 and L0 (with the module
multiplications just the products of operators). Then (by Remark 1.1 again) we
may assume that X = B(H0) and Y = B(L0). By the definition of the norm λB
we can choose a normal cyclic representation π : B → K and α ∈ B(X,K∗)B,
β ∈ BB(Y,K) such that

(2.6)
∣∣∣

n

∑
j=1
〈β(yj), α(xj)∗〉

∣∣∣ > λB(w)− ε.

Let U be the unit ball of BB(Y,K) = CBB(Y,K) (Remark 1.1, note that K =
B(C,K)) and Uσ the weak* continuous maps in U. Since Y = B(L0), it follows
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from a variant of 2.5 in [7] that Uσ is dense in U in the point weak* topology; but
since K is reflexive, this topology has the same continuous linear functionals as
the point norm topology, hence by convexity Uσ is dense in U in the point norm
topology. With a similar result for B(X,K∗)B, it follows that we may assume
that the maps α and β in (2.6) are weak* continuous. But then the proof of the
representation theorem for completely bounded mappings ([18], Theorem 8.4)
(together with Stinespring’s construction) shows that the representations Φ and Ψ
constructed in the previous paragraph are normal, which implies that the Hilbert
modules H1 and L1 over A and C are also normal. (Alternatively, we could just
take the normal parts of Φ and Ψ. . . )

Note that the analogue of Proposition 2.2 for the projective norm does not
hold, namely for a C∗-algebra A the norm γCA,A on A ⊗ A coincides with the
Haagerup norm, while the norm γCC,C is the usual Banach space projective tensor
norm.

A subset K of an A, B-bimodule X is called A, B-absolutely convex if
n

∑
j=1

ajxjbj ∈ K

for all xj ∈ K and aj ∈ A, bj ∈ B satisfying
n
∑

j=1
aja∗j 6 1,

n
∑

j=1
b∗j bj 6 1.

LEMMA 2.3. If K is a B,C-absolutely convex weak* compact subset of a von Neu-
mann algebra B, then the set L = {x∗x : x ∈ K} is convex and weak* compact.

Proof. Given x, y ∈ K and t ∈ [0, 1], consider the polar decomposition
[ √

tx√
1− ty

]
=

[
u
v

]
z,

where z =
√

tx∗x + (1− t)y∗y and [u, v]t is the partial isometric part. Since

z = [u∗ v∗]
[ √

tx√
1− ty

]
= u∗x

√
t + v∗y

√
1− t

and K is B,C-absolutely convex, z ∈ K. It follows that tx∗x + (1− t)y∗y = z∗z ∈
L, proving that L is convex.

Since K (hence also L) is bounded, it suffices now to prove that L is closed
in the strong operator topology (SOT). Let y be in the closure of L and (xj) a net
in K such that (x∗j xj) converges to y in the SOT. Since the function x 7→ √

x is SOT
continuous on bounded subsets of B+, the net (|xj|) converges to

√
y. Since K is

B,C-absolutely convex, the polar decomposition shows that |xj| ∈ K. Since K is
weak* closed, it follows that

√
y ∈ K, hence y ∈ L.

We denote by Rn(B) and Cn(B) the set of all 1× n and n× 1 matrices (re-
spectively) with the entries in a set B.
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THEOREM 2.4. For all X ∈ NRMB and Y ∈ BNRM, ΛB = λB on X⊗B Y.

Proof. The theorem will be proved first for free modules by translating the
problem to states on B and approximating states by normal states. Then elements
of general modules will be approximated by elements of free modules.

First assume that X and Y are free with basis {x1, . . . , xn} and {y1, . . . , yn},
respectively. More precisely, set

x = [x1, . . . , xn], y = [y1, . . . , yn]t

and assume that the two maps

f : Cn(B) → X, f (b) = xb and g : Rn(B) → Y, g(b) = by

are invertible (with bounded inverses by the open mapping theorem). Set

S = {b ∈ Cn(B) : ‖xb‖ 6 1}, T = {b ∈ Rn(B) : ‖by‖ 6 1}
and

α = sup{‖b‖ : b ∈ S ∪ T }.

Let 0 < ε < 1. Choose w ∈ X⊗B Y and note that w can be written as

(2.7) w =
n

∑
i,j=1

xi ⊗B dijyj (dij ∈ B).

By the definition of ΛB there exist a cyclic representation π : B → K and contrac-
tions φ ∈ B(X,K∗)B, ψ ∈ BB(Y,K) such that

(2.8)
∣∣∣

n

∑
i,j=1

〈π(dij)ψ(yj), φ(xi)∗〉
∣∣∣ > ΛB(w)− ε.

Let ξ0 ∈ K be a unit cyclic vector for π(B), ρ the state ρ(b) = 〈π(b)ξ0, ξ0〉 on B,
and choose ai, ci ∈ B so that

(2.9) ‖φ(xi)∗ − π(a∗i )ξ0‖ < ε and ‖ψ(yi)− π(ci)ξ0‖ < ε (i = 1, . . . , n).

For b = [bij] ∈ Mm,n(B) denote the matrix [π(bij)] simply by π(b). Set

ξ = [φ(x1)∗, . . . , φ(xn)∗]t (∈ Kn), η = [ψ(y1), . . . , ψ(yn)]t (∈ Kn),(2.10)

a = [a1, . . . , an] and c = [c1, . . . , cn]t.

Then from (2.9)

(2.11) ‖ξ − π(a)∗ξ0‖ < ε
√

n and ‖η − π(c)ξ0‖ < ε
√

n.

Since ψ is a contractive B-module map, we have
∥∥∥

n

∑
j=1

π(bj)ηj

∥∥∥ =
∥∥∥

n

∑
j=1

π(bj)ψ(yj)
∥∥∥ =

∥∥∥ψ
( n

∑
j=1

bjyj

)∥∥∥ 6
∥∥∥

n

∑
j=1

bjyj

∥∥∥,

hence (and similarly)

(2.12) ‖π(b)∗ξ‖ 6 ‖xb‖ (b ∈ Cn(B)) and ‖π(b)η‖ 6 ‖by‖ (b ∈ Rn(B)).
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Thus, if b ∈ S , then

ρ(abb∗a∗) = ‖π(b∗a∗)ξ0‖2

6 (‖π(b)∗ξ‖+ ‖π(b)∗(π(a)∗ξ0 − ξ)‖)2

6
(‖xb‖+ ‖π(b)‖ε

√
n
)2 (by (2.12) and (2.11))

6 (1 + αε
√

n)2 (by definition of S and α)
=: β.

Similar arguments are valid for b ∈ T , hence

(2.13) ρ(abb∗a∗) 6 β (b ∈ S) and ρ(c∗b∗bc) 6 β (b ∈ T ).

Set

K1 = {b∗a∗ : b ∈ S}, K2 = {bc : b ∈ T },

L1 = {v∗v : v ∈ K1}, L2 = {v∗v : v ∈ K2}.

Since X and Y are normal modules over B, S and T are weak* closed; moreover,
since f and g are invertible, S and T are bounded, hence weak* compact. Thus,
K1 and K2 are also weak* compact. To verify that the subset T of Rn(B) is B,C-
absolutely convex, let bj ∈ T (j = 1, . . . , n) and let λj ∈ C and dj ∈ B satisfy
∑ |λj|2 6 1 and ∑ djd∗j 6 1. Then to show that ∑(djbjλj) is in T , just note that
‖(∑ djbjλj)y‖ = ‖∑ dj(bjy)λj‖ 6 max

j
‖bjy‖ 6 1. Similarly S is C, B-absolutely

convex and it follows that K1 and K2 are B,C-absolutely convex.
Now we deduce by Lemma 2.3 that L1 and L2 are convex weak* compact

subsets of Bh (the self-adjoint part of B), hence the same holds for the convex hull
co(L1 ∪ L2) and therefore the set

L = co(L1 ∪ L2)− B+

is weak* closed since B+ (the positive part of B) is weak* closed. Set

L◦ = {θ ∈ B] : Re(θ(v)) 6 1 ∀v ∈ L} and L◦ = L◦ ∩ B].

Since L is weak* closed and convex, L◦ is weak* dense in L◦ by a variant of the
bipolar theorem. From (2.13) we have that ρ ∈ β(L◦1 ∩ L◦2) = β(co(L1 ∪ L2))◦,
hence (since ρ is positive) ρ ∈ βL◦. Since L◦ is weak* dense in L◦, there exists an
ω0 ∈ βL◦ such that

(2.14)
∣∣∣(ω0 − ρ)

( n

∑
i,j=1

aidijcj

)∣∣∣ < ε and |(ω0 − ρ)(1)| < ε.

(Here dij are as in (2.7), thus dij, ai and cj are fixed.) Since L ⊇ −B+ and ω0 ∈
βL◦, ω0 is positive, hence ω = ω0/ω0(1) is a state. Since ‖ω − ω0‖ = ‖(1 −
ω0(1))ω‖ = |1−ω0(1)| < ε, we have from (2.14) that

(2.15)
∣∣∣(ω− ρ)

( n

∑
i,j=1

aidijcj

)∣∣∣ < Dε,
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where D = 1 +
∥∥∥

n
∑

i,j=1
aidijcj

∥∥∥. Let σ : B → B(H) be the normal representation

constructed from ω by the GNS construction and let η0 ∈ H be the corresponding
unit cyclic vector. From (2.15), (2.9) and (2.8) we deduce that
∣∣∣

n

∑
i,j=1

〈σ(aidijcj)η0, η0〉
∣∣∣

=
∣∣∣ω

( n

∑
i,j=1

aidijcj

)∣∣∣ >
∣∣∣ρ

( n

∑
i,j=1

aidijcj

)∣∣∣− Dε

=
∣∣∣

n

∑
i,j=1

〈π(aidijcj)ξ0, ξ0〉
∣∣∣− Dε(2.16)

>
∣∣∣

n

∑
i,j=1

〈π(dij)ψ(yj), φ(xi)∗〉
∣∣∣− Dε− n2ε max

i,j
‖dij‖(‖x‖+ ‖y‖+ ε)

> ΛB(w)− r(ε),

where r(ε) tends to 0 as ε → 0.
Define Φ0 ∈ B(X,H∗)B and Ψ0 ∈ BB(Y,H), for all bj ∈ B, by

(2.17) Φ0

( n

∑
j=1

xjbj

)
=

( n

∑
j=1

σ(b∗j a∗j )η0

)∗
, Ψ0

( n

∑
j=1

bjyj

)
=

n

∑
j=1

σ(bjcj)η0.

Since ω0 ∈ βL◦, ω = ω0/ω0(1) and ‖ω−ω0‖ < ε, we have that ω ∈ ω0(1)−1βL◦
⊆ (1− ε)−1βL◦, hence it follows from (2.17) (noting that abb∗a∗ ∈ L if b ∈ S ⊆
Cn(B)) that

‖Φ0(xb)‖2 = ‖σ(b∗a∗)η0‖2 = ω(abb∗a∗) 6 (1− ε)−1β (b ∈ S)

and similarly
‖Ψ0(by)‖2 6 (1− ε)−1β (b ∈ T ).

Thus, with δ = (1− ε)−1/2β1/2 = (1− ε)−1/2(1 + αε
√

n), we have (recalling the
definitions of S and T ) that ‖Φ0‖ 6 δ and ‖Ψ0‖ 6 δ. From (2.17), Φ0(xj) =
(σ(a∗j )η0)∗ and Ψ0(yj) = σ(cj)η0, hence we may rewrite (2.16) as

∣∣∣
n

∑
i,j=1

〈σ(dij)Ψ0(yj), Φ0(xi)∗〉
∣∣∣ > ΛB(w)− r(ε).

Finally, setting Φ = (1/δ)Φ0 and Ψ = (1/δ)Ψ0, we have a normal cyclic Hilbert
module H and we have contractions Φ ∈ B(X,H∗)B, Ψ ∈ BB(Y,H) such that
|∑〈σ(dij)Ψ(yj), Φ(xi)∗〉| approaches ΛB(w) as ε tends to 0 since r(ε) → 0 and
δ → 1. Thus ΛB(w) = λB(w).

In general, when X and Y are not free, let w =
n
∑

j=1
xj ⊗B yj ∈ X⊗B Y and

X1 = X⊕ Rn(B) and Y1 = Y⊕Cn(B).
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Since both norms ΛB and λB respect isometric embeddings, it suffices to prove
that ΛB(w) 6 λB(w) in X1 ⊗B Y1. For each real t > 0 put

w(t) =
n

∑
j=1

(xj, tet
j)⊗B (yj, tej),

where ej = (0, . . . , 1, . . . , 0) ∈ Cn(C) ⊆ Cn(B). Since the elements xj(t) :=
(xj, tet

j) (j = 1, . . . , n) generate a free module in the above sense and similarly
the yj(t) := (yj, tej), it follows that ΛB(w(t)) = λB(w(t)). But, as t tends to

0, ΛB(w(t)) tends to ΛB(w) (since ΛB(w(t) − w) 6 t
n
∑

j=1
(‖xj‖ + ‖yj‖ + t)) and

λB(w(t)) tends to λB(w), hence ΛB(w) = λB(w).

By Theorem 2.4 and Proposition 2.2 the injective norm is given by (2.1)
where H, K and L are normal, hence using the condition for normality recalled
in the last part of Theorem 4.2 below we conclude:

COROLLARY 2.5. If X ∈ ANRMB and Y ∈ BNRMC, then X
Λ⊗B Y ∈ ANRMC.

3. THE PROJECTIVE TENSOR PRODUCT OF CENTRAL BIMODULES

Throughout this section C is a unital Abelian C∗-algebra, C̃ the universal
von Neumann envelope of C in the standard form and X, Y ∈ CRMC.

REMARK 3.1. For an Abelian C∗-algebra C we denote by ∆ the spectrum
of C and by Ct the kernel of a character t ∈ ∆. For a bimodule X ∈ CRMC we
consider the quotients X(t) = X/[CtX]. Given x ∈ X we denote by x(t) the coset
of x in X(t). It is known (see p. 37, 41 of [6] and p. 71 of [20] or [17]) that the
function

(3.1) ∆ 3 t 7→ ‖x(t)‖
is upper semicontinuous and that

(3.2) ‖x‖ = sup
t∈∆

‖x(t)‖.

We shall call the embedding

X → ⊕

t∈∆

X(t), x 7→ (x(t))t∈∆

the canonical decomposition of X.

Let X
γ
⊗C Y be the quotient of the Banach space projective tensor product

X
γ
⊗ Y by the closed subspace generated by all elements of the form xc⊗ y− x⊗
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cy (x ∈ X, y ∈ Y, c ∈ C). First we shall prove that X
γ
⊗C Y is a representable C-

bimodule. In classical terminology, this means that X
γ
⊗C Y is C-locally convex,

which simplifies the definition of the tensor product of C-locally convex modules
([13], p. 445) since it eliminates the need for Banach bundles.

Consider the canonical decompositions X → ⊕
t∈∆

X(t) and Y → ⊕
t∈∆

Y(t)

along the spectrum ∆ of C (see Remark 3.1). For each t ∈ ∆ the C-balanced bilinear
map

κt : X×Y → X(t)
γ
⊗ Y(t), κt(x, y) = x(t)⊗ y(t)

induces a contraction κ̃t : X
γ
⊗C Y → X(t)

γ
⊗ Y(t). Since the kernel of κ̃t contains

the submodule Ct(X
γ
⊗C Y) (where Ct = ker t), κ̃t induces a contraction

µt : (X
γ
⊗C Y)(t) → X(t)

γ
⊗ Y(t).

On the other hand, the natural bilinear map X × Y → X ⊗ Y → (X
γ
⊗C Y)(t)

annihilates CtX×Y and X× CtY, hence it induces a bilinear map X(t)×Y(t) →
(X

γ
⊗C Y)(t) and therefore a linear map σt : X(t)

γ
⊗ Y(t) → (X

γ
⊗C Y)(t), which

must be a contraction by the maximality of the cross norm γ. Clearly σt is inverse
to µt and since both are contractions, they must be isometries. Thus, we have the
isometric identification

(3.3) (X
γ
⊗C Y)(t) = X(t)

γ
⊗ Y(t) (t ∈ ∆).

For each w ∈ X
γ
⊗C Y we denote by w(t) the corresponding class in X(t)

γ
⊗ Y(t).

We begin with the following result.

THEOREM 3.2. The natural contraction

(3.4) κ : X
γ
⊗C Y → ⊕

t∈∆

(X(t)
γ
⊗ Y(t)), κ(x⊗C y) = (x(t)⊗ y(t))t∈∆

is isometric, hence X
γ
⊗C Y is a representable C-bimodule.

For the proof we need some preparation. Set Z = X
γ
⊗C Y. Since the C-

bimodule
⊕
t∈∆

Z(t) is clearly representable and Z(t) = X(t)
γ
⊗ Y(t) by (3.3), it will

suffice to prove that the map (3.4) is isometric. Further, since for each element

w ∈ X
γ
⊗C Y its norm is equal to

γC(w) = sup{|θ(w)| : θ ∈ (X
γ
⊗C Y)], ‖θ‖ 6 1},

it will suffice to show that

(3.5) |θ(w)| 6 sup
t∈∆

‖w(t)‖
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for each θ in the unit ball of X
γ
⊗C Y.

REMARK 3.3 (Definition). Given θ ∈ (X
γ
⊗C Y)] (regarded as a bilinear

form) and an open subset Λ of ∆, let us define that

θ|Λ = 0 ⇐⇒ θ(x, cy) = 0 ∀c ∈ C = C(∆) with supp c ⊆ Λ and ∀x ∈ X, ∀y ∈ Y.

If (Λj) is a family of open subsets of ∆ with the union Λ and if θ|Λj = 0 for all j,
then a standard partition of unity argument shows that θ|Λ = 0. It follows that
there exists the largest open subset Λ of ∆ such that θ|Λ = 0; then ∆ \Λ is called
the support of θ, denoted by supp θ.

LEMMA 3.4. If θ is an extreme point of the unit ball of (X
γ
⊗C Y)] then supp θ is

a singleton.

Proof. We can extend θ to a contractive bilinear form on X]] × Y]], denoted
by θ again, such that the maps

(3.6) X]] 3 F 7→ θ(F, y) (y ∈ Y) and Y]] 3 G 7→ θ(x, G) (x ∈ X)

are weak* continuous (see p. 12 of [5] if necessary). Since X and Y are repre-
sentable, we may regard X]] and Y]] as normal dual bimodules over C̃ = C]] by
[17] (this is explained in more detail also in the beginning of Section 4). In partic-
ular, for each bounded Borel function f on ∆ and each y ∈ Y, f y is defined as an
element of Y]]. Thus, we may define a bilinear form f θ on X×Y by

( f θ)(x, y) = θ(x, f y),

which satisfies

(3.7) (c f )θ = c( f θ) (c ∈ C).

Using the separate weak* continuity of the maps (3.6) and the fact that the C̃-
bimodules X]] and Y]] are normal, it also follows that

(3.8) θ(xc, y) = θ(x, cy) (c ∈ C̃, x ∈ X, y ∈ Y).

Suppose that there exist two different points t1, t2 ∈ supp θ. Choose an open
neighborhood ∆1 of t1 such that t2 /∈ ∆1 and let χ be the characteristic function
of ∆1. Then χθ 6= 0. (Indeed, χθ = 0 would imply for all c ∈ C with support in
∆1 that cθ = (cχ)θ = c(χθ) = 0 by (3.7), hence θ(x, cy) = (cθ)(x, y) = 0 for all
x, y, thus θ|∆1 = 0, but this would contradict the fact that t1 ∈ supp θ.) Similarly
(1− χ)θ 6= 0. Further,

(3.9) ‖χθ‖+ ‖(1− χ)θ‖ = ‖θ‖ = 1.
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Indeed, given x, u ∈ X and y, v ∈ Y, for suitable α, β ∈ C of modules 1 we
compute by using the property (3.8) that

|(χθ)(x, y)|+ |((1− χ)θ)(u, v)| = α(χθ)(x, y) + β((1− χ)θ)(u, v)

= θ(xχ, αχy) + θ(u(1− χ), β(1− χ)v)

= θ(xχ + u(1− χ), αχy + β(1− χ)v)

6 ‖xχ + u(1− χ)‖‖αχy + β(1− χ)v‖
6 max{‖x‖, ‖u‖}max{‖y‖, ‖v‖}.

This implies that ‖χθ‖+ ‖(1− χ)θ‖ 6 1 (= ‖θ‖), while the reverse inequality is
immediate from θ = χθ + (1− χ)θ.

Setting s = ‖χθ‖, it follows that θ is the convex combination θ = s(s−1χθ) +
(1− s)((1− s)−1(1− χ)θ), where s−1χθ and (by (3.9)) (1− s)−1(1− χ)θ are in the

unit ball of (X
γ
⊗C Y)]. This is a contradiction since θ is an extreme point.

Proof of Theorem 3.2. As we have already noted, it suffices to prove (3.5). By
the Krein-Milman theorem we may assume that θ is an extreme point in the unit

ball of X
γ
⊗C Y. Then by Lemma 3.4 supp θ = {t} for some t ∈ ∆. This im-

plies that θ(XCt, Y) = 0 = θ(X, CtY) since each c ∈ Ct can be approximated
by functions with supports in ∆ \ {t}. Consequently θ can be factored through

X(t)× Y(t), in other words, there exists a contraction θt ∈ (X(t)
γ
⊗ Y(t))] such

that θ = θt ◦ κ̃t. It follows that |θ(w)| 6 ‖w(t)‖ for each w ∈ X
γ
⊗C Y.

REMARK 3.5. If Z ∈ CRMC, then ‖w‖ = sup{‖φ(w)‖ : φ ∈ BC(Z, C̃), ‖φ‖
6 1} (this is known, [20]); moreover, if Z ∈ CNRMC, then we may replace in this
formula C̃ by C. The later fact can be deduced from [17] by identifying the proper
bimodule dual of Z with BC(Z, C), but can also be deduced from an earlier result
of Halpern ([10], Theorem 3) by representing Z (and C) in some B(H) and noting
that then Z ⊆ C′ since Z is central.

COROLLARY 3.6. For each w ∈ X⊗C Y

(3.10) γC(w) = inf
{∥∥∥

n

∑
j=1

cj

∥∥∥ : w =
n

∑
j=1

cjxj ⊗C yj, cj ∈ C+, xj ∈ BX , yj ∈ BY

}
,

hence CX
γ
⊗C YC = CX

γ
⊗C YC and this is just the usual projective tensor product X

γ
⊗C

Y of Banach C-modules.
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Proof. Since by Theorem 3.2 X
γ
⊗C Y ∈ CRMC, by Remark 3.5 the norm of

w ∈ X
γ
⊗C Y is γC(w) = sup{‖φ(w)‖ : φ ∈ BC(X

γ
⊗C Y, C̃), ‖φ‖ 6 1}. For w of

the form w =
n
∑

j=1
cjxj ⊗C yj, where cj ∈ C+, ‖xj‖ 6 1, ‖yj‖ 6 1, and a contraction

φ ∈ BC(X
γ
⊗C Y, C̃) we have

‖φ(w)‖ =
∥∥∥

n

∑
j=1

c1/2
j φ(xj ⊗C yj)c1/2

j

∥∥∥

6 ‖[c1/2
1 , . . . , c1/2

n ]‖max
j
‖φ(xj ⊗C yj)‖

∥∥∥∥∥∥∥




c1/2
1
...

c1/2
n




∥∥∥∥∥∥∥

6
∥∥∥

n

∑
j=1

cj

∥∥∥ max
j
‖xj ⊗C yj‖ 6

∥∥∥
n

∑
j=1

cj

∥∥∥.

This implies that γC(w) is dominated by the right side of (3.10). But, by definition

γC(w) = inf
{ n

∑
j=1

λj : w =
n

∑
j=1

λjxj ⊗C yj, λj ∈ R+, xj ∈ BX , yj ∈ BY, n ∈ N
}

,

which clearly dominates the right side of (3.10) since C ⊆ C. The conclusions of
the corollary follow now from definitions of the corresponding norms.

EXAMPLE 3.7. If C is an Abelian von Neumann algebra and X, Y ∈ CNRMC,

then the representable C-bimodule X
γ
⊗C Y is not necessarily normal. To show

this, we modify an idea from Example 3.1 in [12]. Let U0 ⊆ U and V be Banach

spaces such that the contraction U0
γ
⊗ V → U

γ
⊗ V is not isometric. Choose

t0 ∈ ∆ and set X = { f ∈ C(∆, U) : f (t0) ∈ U0}, Y = C(∆, V). Then

X(t) =
{

U if t 6= t0,
U0 if t = t0,

and Y(t) = V for all t ∈ ∆.

Choose w =
n
∑

j=1
uj ⊗ vj ∈ U0 ⊗ V so that ‖w‖

U
γ
⊗V

< ‖w‖
U0

γ
⊗V

, denote by ũj and

ṽj the constant functions ũj(t) = uj and ṽj(t) = vj and set w̃ =
n
∑

j=1
ũj ⊗C ṽj. Then

the function t 7→ ‖w̃(t)‖, where w̃(t) =
n
∑

j=1
ũj(t) ⊗ ṽj(t) ∈ X(t)

γ
⊗ Y(t), is not

continuous since ‖w̃(t0)‖ = ‖w‖
U0

γ
⊗V

> ‖w‖
U

γ
⊗V

= ‖w(t)‖ if t 6= t0. By the

last sentence of Theorem 4.3 below this discontinuity implies that X
γ
⊗C Y is not

normal. (We have used only one direction of Theorem 4.3, which was deduced in
[16] from a special case in Lemma 10 of [9].)
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4. THE NORMAL PROJECTIVE TENSOR PRODUCT

Since for bimodules X, Y ∈ CNRMC the bimodule X
γ
⊗C Y is not necessarily

in CNRMC, we introduce in this section a new tensor product in the category
CNRMC.

We first recall the definition and the construction of the normal part of a
bimodule.

DEFINITION 4.1. Let A be von Neumann algebra. The normal part of a bi-
module X ∈ ARMA is a bimodule Xn ∈ ANRMA together with a contraction ι ∈
BA(X, Xn)A such that for each bimodule Y ∈ ANRMA and each T ∈ BA(X, Y)A
there exists a unique map Tn ∈ BA(Xn, Y)A such that Tnι = T and ‖Tn‖ 6 ‖T‖.

By elementary categorical arguments Xn is unique (up to an A-bimodule
isometry) if it exists. To sketch a construction of Xn, let Φ : A → B(G) be the
universal representation and Ã = Φ(A) the universal von Neumann envelope of
A. Let P ∈ Ã be the central projection such that the unique weak* continuous ex-
tension of the ∗-homomorphism Φ−1 has the kernel P⊥ Ã (see Section 10.1 of [11]
for more details, if necessary). Consider X as a subbimodule in its second dual
X]] equipped with the canonical bidual A-bimodule structure. Since X is repre-
sentable, X]] can be equipped with a structure of a dual operator A-bimodule and
by [2] or 5.4, 5.7 of [3] the bimodule action of A is necessarily induced by a pair
of ∗-homomorphisms π : A → Al(X]]) and σ : A → Ar(X]]), where Al(X]]) and
Ar(X]]) are certain fixed von Neumann algebras associated to the dual opera-
tor space X]] such that X]] is a normal dual operator Al(X]]), Ar(X]])-bimodule.
Then we may regard X]] as a normal dual operator Ã-bimodule through the nor-
mal extensions of π and σ to Ã. Now PXP is an A-subbimodule in X]], hence
so is its norm closure Xn = PXP. Finally, define ι : X → Xn by ι(x) = PxP. If
T ∈ BA(X, Y)A, then T]] : X]] → Y]] is an Ã-bimodule map, hence it maps PXP
into PYP. It can be proved [17] that for a normal bimodule Y ∈ ANRMA the map

ιY : Y → PYP ιY(y) = PyP,

is isometric, hence we have the factorization T = TnιX , where Tn = ι−1
Y T]]|PXP.

We summarize the discussion in the following theorem, which is proved in more
details in [17].

THEOREM 4.2. ([17]) Let A be a von Neumann algebra, X ∈ ARMA and regard
X as an A-subbimodule in X]]. Then X]] is a normal dual (representable) Banach Ã-
bimodule and the normal part of X is Xn = PXP ⊆ X]] with ι : X → Xn the map
ι(x) = PxP. Moreover,

(4.1) ‖ι(x)‖ = inf
(

sup
j
‖ejx f j‖

)
, (x ∈ X)
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where the infimum is taken over all nets (ej) and ( f j) of projections in A converging to
1.

In particular X ∈ ANRMA if and only if for all nets of projections (ej) in A and
( f j) in B converging to 1 we have that lim

j
‖ejx‖ = ‖x‖ = lim

j
‖x f j‖. If A is σ-finite it

suffices to consider increasing sequences of projections instead of nets.

We recall that a von Neumann algebra A is σ-finite if each orthogonal fam-
ily of nonzero projections in A is countable. The last part of Theorem 4.2 was
proved for one sided modules in Theorem 3.3 of [16] and this will suffice for our
application here since we will consider central bimodules only.

Now we consider briefly the special case of central bimodules. For a func-
tion f : ∆ → R, let essup f be the infimum of all c ∈ R such that the set
{t ∈ ∆ : f (t) > c} is meager (= contained in a countable union of closed sets
with empty interiors). Define the essential direct sum, ess

⊕
t∈∆

X(t), of a family of

Banach spaces (X(t))t∈∆ as the quotient of the `∞-direct sum ⊕t∈∆X(t) by the
zero space of the seminorm x 7→ essup ‖x(t)‖. Then ess

⊕
t∈∆

X(t) with the norm

ẋ 7→ essup ‖x(t)‖ is a Banach space and we denote by e :
⊕
t∈∆

X(t) → ess
⊕
t∈∆

X(t)

the quotient map.

THEOREM 4.3. ([17]) Given a bimodule X ∈ CRMC with the canonical decompo-
sition κ : X → ⊕

t∈∆
X(t) (see Remark 3.1), its normal part Xn is just the closure of eκ(X)

in ess
⊕
t∈∆

X(t). Moreover, X ∈ CNRMC if and only if for each x ∈ X the function

∆ 3 t 7→ ‖x(t)‖ is continuous.

DEFINITION 4.4. If X, Y ∈ CNRMC, let X
ν⊗C Y be the completion of X⊗C Y

with the norm

νC(w) = sup ‖φ(w)‖, (w ∈ X⊗C Y),

where the supremum is over all C-bilinear contractions φ from X×Y into normal
representable C-bimodules.

That νC is indeed a norm (not just a seminorm) follows since it dominates
the Haagerup norm on MIN(X) ⊗C MIN(Y). (Namely, each completely con-
tractive bilinear map is contractive. The definiteness of the Haagerup norm on
X ⊗C Y follows from 1.1, 2.3 of [14]). We shall omit the easy proof of the follow-
ing proposition (the last part of Theorem 4.2 may be used).

PROPOSITION 4.5. If X, Y ∈ CNRMC, then X
ν⊗C Y ∈ CNRMC and for

each bounded C-bilinear map ψ : X × Y → Z ∈ CNRMC there exists a unique

ψ̃ ∈ BC(X
ν⊗C Y, Z) such that ψ̃(x ⊗C y) = ψ(x, y) for all x ∈ X, y ∈ Y, and

‖ψ̃‖ = ‖ψ‖.
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In particular, νC is the largest among the norms on X⊗C Y such that ‖x⊗C y‖ 6
‖x‖‖y‖ and that (the completion of) X⊗C Y with the norm ‖ · ‖ is a normal representable
C-bimodule.

PROPOSITION 4.6. (i) X
ν⊗C Y = (X

γ
⊗C Y)n, hence the canonical map

X
ν⊗C Y → ess

⊕

t∈∆

(X(t)
γ
⊗ Y(t))

is isometric.
(ii) νC

( n
∑

j=1
xj ⊗C yj

)
= sup

∥∥∥
n
∑

j=1
θ(xj, yj)

∥∥∥, where the supremum is over all C-

bilinear contractions from X×Y to C.

(iii) νC

( n
∑

j=1
xj ⊗C yj

)
= sup

∥∥∥
n
∑

j=1
θ(xj, yj)

∥∥∥, where the supremum is over all C-

bilinear C-balanced contractions θ : X×Y → C such that the map C 3 c 7→ θ(x, cy) is
weak* continuous for all x ∈ X, y ∈ Y.

Proof. (i) From Proposition 4.5 X
ν⊗C Y has the same universal property as

the normal part of X
γ
⊗C Y, hence they must be isometric as C-bimodules. Then

the rest of (i) follows from Theorem 4.3 since (X
γ
⊗C Y)(t) = X(t)

γ
⊗ Y(t) by (3.3).

(ii) This is a consequence of the fact that the norm of an element w in a
bimodule Z ∈ CNRMC is equal to sup{‖φ(w)‖ : φ ∈ B(Z, C), ‖φ‖ 6 1} (Re-
mark 3.5).

(iii) For each w =
n
∑

j=1
xj ⊗C yj ∈ X⊗C Y set

ν̃C(w) = sup
∥∥∥

n

∑
j=1

θ(xj, yj)
∥∥∥,

where the supremum is over all θ as in the statement (iii). Since for each ρ ∈ C] of
norm 1 and each C-bilinear contraction φ : X × Y → C the contraction θ = ρ ◦ φ
is C-bilinear and C-balanced, it follows that ν̃C(w) > νC(w). To prove the reverse
inequality, regard a C-balanced contraction θ : X × Y → C as a linear functional

on V := X
γ
⊗C Y. If the functionals c 7→ θx,y(c) = θ(x, cy) are normal, then

θ(w) = lim
j

θ(ejw) for each w ∈ X
γ
⊗C Y and each net of projections ej ∈ C

converging to 1. Thus by (4.1) ν̃C(w) 6 ‖ι(w)‖, where ι is the canonical map from

X
γ
⊗C Y into (X

γ
⊗C Y)n. But ‖ι(w)‖ = νC(w) by (i), hence ν̃C(w) 6 νC(w).

We call a bimodule Z ∈ CNRMC strong if ∑
j∈J

pjzj ∈ Z for all bounded sets

(zj) ⊆ Z and orthogonal families of projections (pj) ⊆ C. (Note that the sum
weak* converges in each B(H) containing Z as a normal operator C-bimodule.
Since Z is central, this agrees with the definition of general strong bimodules
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in [15].) Strong modules are characterized as closed in a certain topology [15],
but here we shall only need that each bimodule Z ∈ CNRMC is contained in a
smallest strong bimodule, which follows from 2.2 of [15].

REMARK 4.7. Denote by BX the closed unit ball of a normed space X. Let
X, Y ∈ CNRMC. If (xj)j∈J ⊆ BX , (yj)j∈J ⊆ BY and (cj)j⊆J ⊆ C+ are such that
∑
j∈J

cj weak* converges, then the sum ∑
j∈J

cjxj ⊗C yj weak* converges in every B(L)

containing X
ν⊗C Y as a normal C-subbimodule since the sum is just the product

of bounded operator matrices

(4.2) ∑
j∈J

cjxj ⊗C yj = [cj]1/2
j∈Jdiag(xj ⊗C yj)(c1/2

j )j∈J.

THEOREM 4.8. Given X, Y ∈ CNRMC, let X
ν

⊗̃ Y be the smallest strong C-

bimodule containing X
ν⊗C Y. Then every w ∈ X

ν

⊗̃ Y can be represented in the form

(4.3) w = ∑
j∈J

cjxj ⊗C yj, xj ∈ BX , yj ∈ BY, cj ∈ C+,

where the sum ∑
j∈J

cj weak* converges. The norm of w is equal to inf
∥∥∥ ∑

j∈J
cj

∥∥∥ over all

such representations.

Proof. For w ∈ X
ν⊗C Y set g(w) = inf

∥∥∥ ∑
j∈J

cj

∥∥∥, where the infimum is over

all representations of w as in (4.3). (Since X
ν⊗C Y is just the norm completion

of X ⊗ Y, a representation of w of the form (4.3) is possible with the norm con-
vergent series ∑ cj.) The inequality νC(w) 6 g(w) is proved by essentially the
same computation as in the proof of Corollary 3.6. The reverse inequality follows
from the maximality of νC (Proposition 4.5) since the completion W of X ⊗C Y
with the norm g is a representable normal C-bimodule. The representability can
be verified by using the characterization of representable bimodules ([16], Theo-
rem 2.1 and [20]) and will be omitted here. To prove normality we may assume
that C is σ-finite for in general C is a direct sum of σ finite algebras and X, Y and
X⊗C Y also decompose into the corresponding direct sums since these are central
C-bimodules. If W is not normal, then by the last part of Theorem 4.2 there exist a
sequence of projections pj ∈ C increasing to 1, an element w ∈ W and a constant
M such that g(pjw) < M < g(w) for all j. Setting q0 = p0 and qj = pj − pj−1
if j > 1, we obtain an orthogonal sequence of projections qj in C with the sum
1 such that g(qjw) < M for all j. Thus, for each j we can choose xij ∈ BX and
yij ∈ BY and positive elements cij ∈ C such that

(4.4) qjw = ∑
i∈I

cijxij ⊗C yij and
∥∥∥ ∑

i∈I
cij

∥∥∥ < M,
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where I is a sufficiently large index set. Then w = ∑
j

qjw = ∑
j

∑
i∈I

qjcijxij ⊗C

yij, hence (since the projections qj are central and mutually orthogonal) g(w) 6∥∥∥ ∑
j

qj ∑
i∈I

cij

∥∥∥ = sup
j

∥∥∥ ∑
i∈I

cij

∥∥∥ 6 M. But this contradicts the choice of M.

To prove that X
ν

⊗̃ Y consists of elements of the form (4.3), we may assume
(by a direct sum decomposition argument again) that C is σ finite. Then the index
set J in (4.3) may be taken to be countable. Given w as in (4.3), it follows by Ego-
roff’s theorem ([23], p. 85) that there exists an orthogonal sequence of projections
pk ∈ C with the sum 1 such that the sum ∑

j∈J
cj pk is norm convergent for each k.

Then the sum wk := ∑
j∈J

cj pkxj ⊗C yj is also norm convergent (to see this, write

wk in the form similar to (4.2)), hence wk ∈ X
ν⊗C Y and w = ∑

k
wk pk ∈ X

ν

⊗̃ Y.

Conversely, for each w ∈ X
ν

⊗̃ Y there exists an orthogonal sequence of pro-

jections pk ∈ C such that wpk ∈ X
ν⊗C Y by Proposition 2.2 of [15]. By the

first paragraph of the proof wpk = ∑
j

cjkxjk ⊗C yjk for some elements xjk ∈ BX ,

yjk ∈ BY and cjk = cjk pk ∈ C+ such that
∥∥∥ ∑

j
cjk

∥∥∥ < ‖wpk‖+ ε, where ε > 0. Then
∥∥∥ ∑

j,k
cjk

∥∥∥ 6 ‖w‖+ ε and w = ∑
j,k

cjkxjk⊗C yjk. This also proves that g(w) 6 ‖w‖; the

reverse inequality is clear from (4.2) by representing X
ν

⊗̃ Y as a normal operator
C-bimodule.

Since the quotient of a strong bimodule X ∈ CNRMC by a strong subbimod-
ule X0 is a strong bimodule in CNRMC by [17], we can state the following:

COROLLARY 4.9. If X0 ⊆ X and Y0 ⊆ Y in CNRMC are strong, then the canon-

ical map X
ν

⊗̃ Y → (X/X0)
ν

⊗̃ (Y/Y0) maps the open unit ball onto the open unit
ball.

To conclude, we note without presenting the details that results analogous
to the above ones also hold for the operator module versions of tensor products
(that is, the module versions of tensor products of operator spaces studied in [4]).
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