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#### Abstract

For $0<s<1$, let $\varphi_{s}(z)=s z+(1-s)$. We investigate the unital $C^{*}$-algebra generated by the semigroup $\left\{C_{\varphi_{s}}: 0<s<1\right\}$ of composition operators acting on the Hardy space of the unit disk. We determine the joint approximate point spectrum of a related collection of operators and show that the quotient of the $C^{*}$-algebra by its commutator ideal is isomorphic to the direct sum of $\mathbb{C}$ and the algebra of almost periodic functions on the real line. In addition, we show that the $C^{*}$-algebra is irreducible.
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## 1. INTRODUCTION

For any analytic self-map $\varphi$ of the unit disk $\mathbb{D}$, one can define the composition operator $C_{\varphi}: f \rightarrow f \circ \varphi$, which is a bounded linear operator on the Hardy space $H^{2}(\mathbb{D})$. Individual composition operators on the Hardy space have been extensively studied, and there has been great success in relating the properties of a single composition operator $C_{\varphi}$ to the function-theoretic properties of the associated map $\varphi$. Many of these results can be found in [15] and [34].

Recently, several authors have begun studying unital C*-algebras generated by composition operators [20], [22], [23], [24], [25], [26], [27], [28]. Although a few authors have considered composition operators induced by finite Blaschke products [20], [22], [23], most of the investigations have focused on composition operators induced by linear-fractional maps. One motivation for this restriction is that the linear-fractional case has proven to be a useful model for guiding the study of more general composition operators in the single operator setting. Moreover, composition operators induced by linear-fractional non-automorphisms serve as building blocks modulo the compact operators for certain more general composition operators [29].

The study of $C^{*}$-algebras generated by composition operators induced by linear-fractional maps tends to split into two cases, automorphism-induced generators and non-automorphism-induced generators. The two cases have typically required different methods. M. Jury has investigated the automorphism case [24], [25], and Kriete, MacCluer, and Moorhouse have studied the non-automorphism case [26], [27], [28]. The work of Kriete, MacCluer, and Moorhouse has focused on composition operators induced by maps $\varphi$ that either satisfy $\varphi(\zeta)=\eta$ for distinct points $\zeta$ and $\eta$ in the unit circle $\mathbb{T}$ or fix a point $\zeta \in \mathbb{T}$ and have $\varphi^{\prime}(\zeta)=1$. In this paper, we begin consideration of the remaining non-automorphism case: $\varphi(\zeta)=\zeta$ and $\varphi^{\prime}(\zeta) \neq 1$.

For $0<s<1$, let $\varphi_{s}(z)=s z+(1-s)$. Note that $\varphi_{s}$ is a linear-fractional, non-automorphism self-map of $\mathbb{D}, \varphi_{s}(1)=1$, and $\varphi_{s}^{\prime}(1)=s$. For $0<s, t<1$, $C_{\varphi_{s}} C_{\varphi_{t}}=C_{\varphi_{s t}}=C_{\varphi_{t}} C_{\varphi_{s}}$, so $\left\{C_{\varphi_{s}}: 0<s<1\right\}$ is a semigroup of commuting composition operators. The elements of the semigroup have been studied as individual operators by several authors, including Cowen and Ko [13], who determined the polar decomposition and Aluthge transform of $C_{\varphi_{s}}$, and Cowen and Kriete [14], who showed that $C_{\phi_{s}}^{*}$ is subnormal. In this paper, we determine the structure of the unital $C^{*}$-algebra generated by the semigroup modulo its commutator ideal. Recall that the commutator ideal of a $C^{*}$-algebra $\mathcal{A}$ is the closed ideal of $\mathcal{A}$ generated by elements of the form $[A, B]=A B-B A$ for $A, B \in \mathcal{A}$.

To simplify our investigations, we will consider several sets of operators that are unitarily equivalent to $\left\{C_{\varphi_{s}}: 0<s<1\right\}$. These alternate settings are more conducive to the determination of spectral information and invariant subspaces than the original setting in $H^{2}(\mathbb{D})$. The operators that we will consider, and the Hilbert spaces on which they act, are introduced in Section 2.

In Section 3, we recall the definition of the joint approximate point spectrum of a collection of operators and a theorem of J. Bunce that relates the structure of the unital $C^{*}$-algebra generated by a collection of commuting hyponormal operators to the joint approximate point spectrum of the collection. Motivated by this relationship, we determine the joint approximate point spectra of finite subsets of $\left\{T_{s^{z}}: 0<s<1\right\}$, a collection of operators that is unitarily equivalent to $\left\{C_{\varphi_{s}}^{*}: 0<s<1\right\}$. These spectra prove to be rather complicated, which makes a direct application of Bunce's theorem impractical. Instead we connect these spectra to the joint approximate point spectra of almost periodic Toeplitz operators, a better-understood class of operators. In Section 4, we use this connection to prove our main result:

Theorem 1.1. For $0<s<1$, let $\varphi_{s}(z)=s z+(1-s)$. Let $\mathcal{C}$ denote the commutator ideal of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$. Then there exists a $*$-homomorphism $\psi: C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) \rightarrow A P(\mathbb{R}) \oplus \mathbb{C}$ such that

$$
0 \rightarrow \mathcal{C} \hookrightarrow C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) \xrightarrow{\psi} A P(\mathbb{R}) \oplus \mathbb{C} \rightarrow 0
$$

is a short exact sequence.

Here, and throughout this paper, $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ denotes the unital $C^{*}$ algebra generated by $\left\{C_{\varphi_{s}}: 0<s<1\right\}$, and $A P(\mathbb{R})$ is the algebra of almost periodic functions on the real line.

The commutator ideal of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ is non-trivial and contains a large collection of non-compact operators. For example, $\left[C_{\varphi_{t}}^{*}, C_{\varphi_{s}}\right]$ is not compact for all $s, t \in(0,1)$ [4], [7]. It is not known whether the ideal of compact operators is contained in the commutator ideal or even in the full $C^{*}$-algebra $C^{*}\left(\left\{C_{\varphi_{s}}: 0<\right.\right.$ $s<1\}$ ). As a step toward answering these questions, we prove, in Section 5 , that $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ is irreducible, which implies that the two questions are equivalent.

## 2. SOME RELATED SPACES AND OPERATORS

During the course of our investigations, we will use a variety of spaces and operators. We now describe these spaces and establish our notation.
2.1. HARDY SPACE OF THE DISK. The Hardy space of the disk, denoted $H^{2}(\mathbb{D})$, is the set of all functions $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ that are analytic in the open unit disk $\mathbb{D}$ and satisfy

$$
\|f\|_{H^{2}(\mathbb{D})}^{2}:=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}<\infty
$$

The Hardy space has reproducing kernels $\kappa_{w}(z)=(1-\bar{w} z)^{-1}$ for all $w \in \mathbb{D}$ that satisfy $\left\langle f, \kappa_{w}\right\rangle_{H^{2}(\mathbb{D})}=f(w)$ for all $f \in H^{2}(\mathbb{D})$. More information about $H^{2}(\mathbb{D})$ can be found in [15] and [17].
2.2. A UnITARILY EQUIVALENT SPACE: $H^{2}(\mu)$. We define a measure $\mu$ on the half-plane $\Omega=\left\{z \in \mathbb{C}: \operatorname{Re} z \geqslant-\frac{1}{2}\right\}$ by

$$
\begin{equation*}
\mathrm{d} \mu=\sum_{n=-1}^{\infty} \frac{\left|\Gamma\left(\frac{n}{2}+\mathrm{i} y+1\right)\right|^{2}}{2 \pi(n+1)!} \mathrm{d} y \mathrm{~d} \delta_{n / 2}(x) \tag{2.1}
\end{equation*}
$$

where $\delta_{n / 2}$ is the measure on $\mathbb{R}$ having a unit point mass at $x=\frac{n}{2}$ and $\Gamma$ is the gamma function. The measure $\mu$ is finite with total mass equal to 1 [30]. For convenience, we denote $L^{2}(\Omega, \mu)$ and $L^{\infty}(\Omega, \mu)$ by $L^{2}(\mu)$ and $L^{\infty}(\mu)$, respectively. For $0<a \leqslant 1$, the function $f(z)=a^{z}$ is in $L^{2}(\mu)$. The Hilbert space $H^{2}(\mu)$ is defined as the closed linear span of $\left\{a^{z}: 0<a \leqslant 1\right\}$ in $L^{2}(\mu)$.

The orthogonal projection of $L^{2}(\mu)$ onto $H^{2}(\mu)$ will be denoted $P_{\mu}$. For $f \in$ $L^{\infty}(\mu)$, we define the multiplication operator $M_{f}: L^{2}(\mu) \rightarrow L^{2}(\mu)$ by $M_{f} g=f g$ for all $g \in L^{2}(\mu)$ and the Toeplitz-like operator $T_{f}: H^{2}(\mu) \rightarrow H^{2}(\mu)$ by $T_{f} h=$ $P_{\mu} f h$ for all $h \in H^{2}(\mu)$. Note that for $0<s, t<1, T_{s^{z}} T_{t^{z}}=T_{(s t)^{z}}=T_{t^{z}} T_{s^{z}}$, and $T_{s^{z}}=\left.M_{s^{z}}\right|_{H^{2}(\mu)}$ since $s^{z} a^{z} \in H^{2}(\mu)$ for all $a \in(0,1]$. Thus, $\left\{T_{s^{z}}: 0<s<1\right\}$ is a semigroup of commuting subnormal operators.

A unitary operator $V: H^{2}(\mathbb{D}) \rightarrow H^{2}(\mu)$ can be defined in the following way [14]: For $0<a, b \leqslant 1$,

$$
\begin{equation*}
\left\langle\kappa_{(1-a)}, \kappa_{(1-b)}\right\rangle_{H^{2}(\mathbb{D})}=\left\langle a^{z}, b^{z}\right\rangle_{H^{2}(\mu)} . \tag{2.2}
\end{equation*}
$$

Define the operator $V$ on the functions $\kappa_{(1-a)}$ by $V \kappa_{(1-a)}=a^{z}$. The set $\left\{\kappa_{(1-a)}\right.$ : $0<a \leqslant 1\}$ has dense linear span in $H^{2}(\mathbb{D})$, and the set $\left\{a^{z}: 0<a \leqslant 1\right\}$ has dense linear span in $H^{2}(\mu)$. Since $V$ preserves inner products by (2.2), it has a unique extension to a unitary operator, also denoted $V$, from $H^{2}(\mathbb{D})$ onto $H^{2}(\mu)$.

Our interest in the space $H^{2}(\mu)$ comes from the following theorem of Cowen and Kriete:

THEOREM 2.1 ([14], Theorem 18). Let $0<s<1$. Then $C_{\varphi_{s}}^{*}$ is unitarily equivalent to $T_{s^{z}}$ via $V$.

We will find that for many of our investigations it is more convenient to study $C^{*}\left(\left\{T_{s^{z}}: 0<s<1\right\}\right)$ instead of considering $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ directly.
2.3. A second equivalent space: the Newton space. The Newton space, denoted $\mathcal{N}$, is a Hilbert space of analytic functions on $\left\{z \in \mathbb{C}: \operatorname{Re} z>-\frac{1}{2}\right\}$ that has the Newton polynomials,

$$
N_{n}(z)= \begin{cases}1 & \text { if } n=0 \\ (-1)^{n} \frac{z(z-1) \cdots(z-(n-1))}{n!} & \text { if } n \geqslant 1\end{cases}
$$

as an orthonormal basis. Recall that the Newton polynomials satisfy

$$
\begin{equation*}
(1-w)^{z}=\sum_{n=0}^{\infty} N_{n}(z) w^{n} \tag{2.3}
\end{equation*}
$$

for $|w|<1$ and $z \in \mathbb{C}$. The reproducing kernels for $\mathcal{N}$ are

$$
\begin{equation*}
K_{w}(z)=\frac{\Gamma(z+\bar{w}+1)}{\Gamma(z+1) \Gamma(\bar{w}+1)} \tag{2.4}
\end{equation*}
$$

for $w \in \mathbb{C}$ with $\operatorname{Re} w>-\frac{1}{2}$.
Every function $f \in \mathcal{N}$ has a non-tangential boundary function $f(\zeta)$ that is defined a.e. on the line $\operatorname{Re} \zeta=-\frac{1}{2}$, and $\mathcal{N}$ is contained isometrically in $L^{2}(\mu)$ by taking the values of a function on the line $\operatorname{Re} z=-\frac{1}{2}$ to be those of the boundary function [32]. In fact, since the linear span of $\left\{a^{z}: 0<a \leqslant 1\right\}$ is dense in $\mathcal{N}$ [30], we can view $\mathcal{N}$ as a subspace of $H^{2}(\mu)$. Moreover, the map $U_{1}$ that restricts a function $g \in H^{2}(\mu)$ to the representative function $f(w)=\left\langle g, K_{w}\right\rangle_{H^{2}(\mu)}$ on the open half-plane $\left\{w: \operatorname{Re} w>-\frac{1}{2}\right\}$ is a unitary operator from $H^{2}(\mu)$ onto $\mathcal{N}$ that satisfies $f=g \mu$-almost everywhere on the open half-plane. Note that $U_{1} a^{z}=a^{z}$ for all $0<a \leqslant 1$.
2.4. A THIRD EQUIVALENT SPACE: $H^{2}(\widetilde{\mu})$. The map $\Psi(z)=\frac{z}{1-z}$ takes $\overline{\mathbb{D}}$ onto $\Omega$. We define the measure $\widetilde{\mu}$ on $\overline{\mathbb{D}}$ by $\widetilde{\mu}=\mu \circ \Psi$ and $\widetilde{\mu}(\{1\})=0$. Let $L^{2}(\widetilde{\mu})$ and $L^{\infty}(\widetilde{\mu})$ denote $L^{2}(\overline{\mathbb{D}}, \widetilde{\mu})$ and $L^{\infty}(\overline{\mathbb{D}}, \widetilde{\mu})$, respectively. We define the Hilbert space $H^{2}(\widetilde{\mu})$ to be the closed linear span of $\left\{a^{z /(1-z)}: 0<a \leqslant 1\right\}$ in $L^{2}(\widetilde{\mu})$. It is clear that the map $U_{2}$, defined by

$$
U_{2}\left(\sum_{j=1}^{n} a_{j}^{z}\right)=\sum_{j=1}^{n} a_{j}^{z /(1-z)}
$$

for $n \in \mathbb{N}$ and $0<a_{j} \leqslant 1$ for $j=1, \ldots, n$, extends to a unitary operator from $H^{2}(\mu)$ onto $H^{2}(\widetilde{\mu})$.

We denote the projection of $L^{2}(\widetilde{\mu})$ onto $H^{2}(\widetilde{\mu})$ by $P_{\tilde{\mu}}$. For $f \in L^{\infty}(\widetilde{\mu})$, we define the multiplication operator $M_{f}: L^{2}(\widetilde{\mu}) \rightarrow L^{2}(\widetilde{\mu})$ by $M_{f} g=f g$ for all $g \in L^{2}(\widetilde{\mu})$ and the Toeplitz-like operator $\widetilde{T}_{f}: H^{2}(\widetilde{\mu}) \rightarrow H^{2}(\widetilde{\mu})$ by $\widetilde{T}_{f} h=P_{\widetilde{\mu}} f h$ for all $h \in H^{2}(\widetilde{\mu})$. Note that, for $0<s<1, \widetilde{T}_{s^{z /(1-z)}}=\left.M_{s^{z /(1-z)}}\right|_{H^{2}(\widetilde{\mu})}$ and $U_{2} T_{s^{z}}=$ $\widetilde{T}_{s^{z /(1-z)}} U_{2}$.

One advantage of studying operators in this space is that the support of $\widetilde{\mu}$ is the union of the circles $C_{m}$ with centers $\frac{m}{m+1}$ and radii $\frac{1}{m+1}$ for $m=0,1,2, \ldots$, a compact set in $\mathbb{C}$. Also, $H^{2}(\widetilde{\mu})$ is the closure of the polynomials in $L^{2}(\widetilde{\mu})$ [30]. These facts will be key ingredients in proving that $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ is irreducible.
2.5. Hardy space of a strip. For a set $J \subset \mathbb{C}$, let $\operatorname{Hol}(J)$ denote the set of all functions analytic on $J$. For $a, b \in \mathbb{R}$ with $a<b$, we define a strip $S(a, b):=\{z \in$ $\mathbb{C}: a<\operatorname{Re} z<b\}$. Then the Hardy class $H^{2}(a, b)$ for the strip $S(a, b)$ is

$$
\left\{F \in \operatorname{Hol}(S(a, b)): \sup _{a<x<b} \int_{\mathbb{R}}|F(x+\mathrm{i} y)|^{2} \mathrm{~d} y<\infty\right\}
$$

Functions $F(z)$ in $H^{2}(a, b)$ have boundary functions

$$
F(a+\mathrm{i} y)=\lim _{x \rightarrow a^{+}} F(x+\mathrm{i} y), \quad F(b+\mathrm{i} y)=\lim _{x \rightarrow b^{-}} F(x+\mathrm{i} y)
$$

which exist almost everywhere and in the metric of $L^{2}(\mathbb{R})[33]$ and satisfy a Three Lines-type Lemma:

Theorem 2.2 ([1], Theorem 2.3). Let $F \in H^{2}(a, b)$. Let $a \leqslant \alpha<\beta<\gamma \leqslant b$. Then

$$
\|F(\beta+\mathrm{i} y)\|_{L^{2}(\mathbb{R})} \leqslant\|F(\alpha+\mathrm{i} y)\|_{L^{2}(\mathbb{R})}^{(\gamma-\beta) /(\gamma-\alpha)}\|F(\gamma+\mathrm{i} y)\|_{L^{2}(\mathbb{R})}^{(\beta-\alpha) /(\gamma-\alpha)}
$$

The Newton space is related to the Hardy space of a strip by the following theorem:

THEOREM 2.3 ([32], Theorem 1.6). If $f(z) \in \mathcal{N}$, then the function $\Gamma(z+1) f(z)$ is in $H^{2}\left(-\frac{1}{2}, \xi\right)$ for every $\xi \in\left(-\frac{1}{2}, \infty\right)$.
2.6. Hardy space of the line and almost periodic functions. We set $L^{2}(\mathbb{R}):=L^{2}(\mathbb{R}, m)$, where $m$ is Lebesgue measure, and we denote the Fourier transform on $L^{2}(\mathbb{R})$ by $\mathcal{F}$. The Hardy space $H^{2}(\mathbb{R})$ is the subspace of $L^{2}(\mathbb{R})$ of all functions $f$ for which $\mathcal{F} f$ is supported on $[0, \infty)$. The subspace is non-trivial and is the subspace of $L^{2}(\mathbb{R})$ consisting of the boundary values of functions in the Hardy space of the upper half-plane.

We are also interested in a class of continuous functions on $\mathbb{R}$. For $\alpha \in \mathbb{R}$, we define $\chi_{\alpha}: \mathbb{R} \rightarrow \mathbb{C}$ by $\chi_{\alpha}(y)=\mathrm{e}^{\mathrm{i} \alpha y}$ for all $y \in \mathbb{R}$. Finite linear combinations of the functions $\left\{\chi_{\alpha}: \alpha \in \mathbb{R}\right\}$ are called trigonometric polynomials. A continuous function $f: \mathbb{R} \rightarrow \mathbb{C}$ is called almost periodic if, for all $\varepsilon>0$, there exists a trigonometric polynomial $T_{\varepsilon}(x)$ such that $\left|f(x)-T_{\varepsilon}(x)\right|<\varepsilon$ for all $x \in \mathbb{R}$. The space of all almost periodic functions is denoted $A P(\mathbb{R})$. The theory of almost periodic functions was created by H . Bohr and has been thoroughly developed over the course of the last century [2], [3], [12], [31].

The orthogonal projection of $L^{2}(\mathbb{R})$ onto $H^{2}(\mathbb{R})$ will be denoted by $P_{m}$. For $f \in L^{\infty}(\mathbb{R}):=L^{\infty}(\mathbb{R}, m)$, we define the multiplication operator $M_{f}: L^{2}(\mathbb{R}) \rightarrow$ $L^{2}(\mathbb{R})$ by $M_{f} g=f g$ for all $g \in L^{2}(\mathbb{R})$ and the Toeplitz operator $W_{f}: H^{2}(\mathbb{R}) \rightarrow$ $H^{2}(\mathbb{R})$ by $W_{f} h=P_{m} f h$ for all $h \in H^{2}(\mathbb{R})$. We are particularly interested in the collection $\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}$, where $\mathbb{R}^{+}$denotes the set of positive real numbers. If $\alpha \in \mathbb{R}^{+}$, then $W_{\chi_{\alpha}}=\left.M_{\chi_{\alpha}}\right|_{H^{2}(\mathbb{R})}$. The $C^{*}$-algebra $C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)$has been studied extensively [8], [9], [10], and its structure modulo its commutator ideal is described by the following result:

THEOREM 2.4 ([9]). Let $\mathcal{C}_{\mathcal{W}}$ be the commutator ideal of $C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)$. Then

$$
C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right) / \mathcal{C}_{\mathcal{W}} \cong A P(\mathbb{R})
$$

3. JOINT APPROXIMATE POINT SPECTRA

The joint approximate point spectrum, denoted $\sigma_{\text {ap }}\left(A_{1}, \ldots, A_{n}\right)$, of a finite set $\left\{A_{1}, \ldots, A_{n}\right\}$ of commuting bounded operators on a Hilbert space $\mathcal{H}$ is the set

$$
\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}: \mathcal{B}(\mathcal{H})\left(A_{1}-\lambda_{1} I\right)+\cdots+\mathcal{B}(\mathcal{H})\left(A_{n}-\lambda_{n} I\right) \neq \mathcal{B}(\mathcal{H})\right\}
$$

By the work of J. Bunce [6], $\sigma_{\text {ap }}\left(A_{1}, \ldots, A_{n}\right)$ is a non-empty compact set, and

$$
\begin{equation*}
\sigma_{\mathrm{ap}}\left(A_{1}, \ldots, A_{n}\right) \subset \sigma_{\mathrm{ap}}\left(A_{1}\right) \times \sigma_{\mathrm{ap}}\left(A_{2}\right) \times \cdots \times \sigma_{\mathrm{ap}}\left(A_{n}\right) \tag{3.1}
\end{equation*}
$$

An equivalent characterization is that $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{\mathrm{ap}}\left(A_{1}, \ldots, A_{n}\right)$ if and only if there exists a sequence $\left\{x_{m}\right\}$ of unit vectors in $\mathcal{H}$ such that

$$
\lim _{m \rightarrow \infty}\left\|\left(A_{j}-\lambda_{j} I\right) x_{m}\right\|_{\mathcal{H}}=0
$$

for all $j \in\{1, \ldots, n\}$ [18]. Thus, for $n=1, \sigma_{\text {ap }}\left(A_{1}\right)$ is the usual approximate point spectrum, i.e. the set of all $\lambda \in \mathbb{C}$ such that $A_{1}-\lambda I$ is not bounded below.

The connection between the joint approximate point spectrum of a collection of hyponormal operators and the $C^{*}$-algebra generated by the operators is identified in the following theorem of Bunce:

THEOREM 3.1 ([6], Corollary 4). If $A_{1}, A_{2}, \ldots, A_{n}$ are commuting hyponormal operators, then $\sigma_{\mathrm{ap}}\left(A_{1}, \ldots, A_{n}\right)$ equals

$$
\left\{\left(\rho\left(A_{1}\right), \ldots, \rho\left(A_{n}\right)\right): \rho \text { is a character on } C^{*}\left(\left\{A_{1}, \ldots, A_{n}\right\}\right)\right\}
$$

and if

$$
J=\bigcap\left\{\rho^{-1}(0): \rho \text { is a character on } C^{*}\left(\left\{A_{1}, \ldots, A_{n}\right\}\right)\right\}
$$

then

$$
C^{*}\left(\left\{A_{1}, \ldots, A_{n}\right\}\right) / J \cong C\left(\sigma_{\mathrm{ap}}\left(A_{1}, \ldots, A_{n}\right)\right)
$$

Note that the ideal $J$ is the commutator ideal of $C^{*}\left(\left\{A_{1}, \ldots, A_{n}\right\}\right)$, and the map from $C^{*}\left(\left\{A_{1}, \ldots, A_{n}\right\}\right) / J$ onto $C\left(\sigma_{\text {ap }}\left(A_{1}, \ldots, A_{n}\right)\right)$ is simply the Gelfand transform.

Both the definition of the joint approximate point spectrum and Theorem 3.1 can be extended to infinite collections of operators. For a family $\mathcal{S}=\left\{A_{\alpha}: \alpha \in\right.$ $\Lambda$ \} of commuting hyponormal operators, we define

$$
\sigma_{\mathrm{ap}}(\mathcal{S})=\left\{\left\{\rho\left(A_{\alpha}\right)\right\}_{\alpha \in \Lambda}: \rho \text { is a character on } C^{*}(\mathcal{S})\right\} .
$$

By Proposition 5 in [6], $\sigma_{\text {ap }}(\mathcal{S})$ is the inverse limit of the sets $\sigma_{\text {ap }}\left(A_{\alpha}: \alpha \in F\right)$, where $F \subset \Lambda$ is finite, and thus $\sigma_{\text {ap }}(\mathcal{S})$ is a compact set. As suggested by the notation, we call $\sigma_{\text {ap }}(\mathcal{S})$ the joint approximate point spectrum of $\mathcal{S}$.

THEOREM 3.2 ([6]). Let $\mathcal{S}=\left\{A_{\alpha}: \alpha \in \Lambda\right\}$ be a family of commuting hyponormal operators. Let $\mathcal{C}$ be the commutator ideal of $C^{*}(\mathcal{S})$. Then

$$
C^{*}(\mathcal{S}) / \mathcal{C} \cong C\left(\sigma_{\mathrm{ap}}(\mathcal{S})\right)
$$

3.1. CALCULATING $\sigma_{\text {ap }}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$. Since $\left\{T_{s^{z}}: 0<s<1\right\}$ is a collection of commuting subnormal, and hence hyponormal, operators, Theorems 3.1 and 3.2 can be applied to the unital $C^{*}$-algebras generated by these operators. Thus, we wish to determine the joint approximate point spectra of finite subsets of $\left\{T_{s^{z}}\right.$ : $0<s<1\}$. We begin our investigations with an inner product calculation.

Lemma 3.3. Let $0<s, t<1$ and $w \in \mathbb{C}$ with $\operatorname{Re} w>-\frac{1}{2}$. Let $k_{w}=\frac{K_{w}}{\left\|K_{w}\right\|_{\mathcal{N}}}$ be the normalized reproducing kernel function for $\mathcal{N}$ corresponding to evaluation at $w$. Then

$$
\left\langle T_{t^{z}}^{*} T_{s^{z}} k_{w}, k_{w}\right\rangle_{H^{2}(\mu)}=\frac{s^{w} t^{\bar{w}}}{(s+t-s t)^{2 \operatorname{Re} w+1}}
$$

Proof. Recall from (2.4) that

$$
K_{w}(z)=\frac{\Gamma(z+\bar{w}+1)}{\Gamma(z+1) \Gamma(\bar{w}+1)} \quad \text { and } \quad\left\|K_{w}\right\|_{H^{2}(\mu)}^{2}=\left\|K_{w}\right\|_{\mathcal{N}}^{2}=\frac{\Gamma(2 \operatorname{Re} w+1)}{|\Gamma(\bar{w}+1)|^{2}}
$$

Thus, we find that

$$
\begin{align*}
\left\langle T_{t^{z}}^{*} T_{S^{z}} k_{w}, k_{w}\right\rangle_{H^{2}(\mu)} & =\left\langle M_{s^{z}} k_{w}, M_{t^{z}} k_{w}\right\rangle_{L^{2}(\mu)} \\
& =\int_{\Omega} s^{z} t^{\bar{z}} \frac{|\Gamma(z+\bar{w}+1)|^{2}}{|\Gamma(z+1)|^{2}|\Gamma(\bar{w}+1)|^{2}} \frac{|\Gamma(\bar{w}+1)|^{2}}{\Gamma(2 \operatorname{Re} w+1)} \mathrm{d} \mu \\
& =\sum_{n=-1}^{\infty} \int_{-\infty}^{\infty} s^{n / 2+\mathrm{i} y} t^{n / 2-\mathrm{i} y} \frac{\left|\Gamma\left(\frac{n}{2}+\mathrm{i} y+\bar{w}+1\right)\right|^{2} \mathrm{~d} y}{\Gamma(2 \operatorname{Re} w+1) 2 \pi(n+1)!} \\
& =\sum_{n=-1}^{\infty} \frac{(s t)^{n / 2}\left(\frac{s}{t}\right)^{\mathrm{i} \operatorname{II} w}}{2 \pi(n+1)!} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{-\mathrm{i} \ln (t / s) \alpha}\left|\Gamma\left(\frac{n+2+2 \operatorname{Re} w}{2}+\mathrm{i} \alpha\right)\right|^{2} \mathrm{~d} \alpha}{\Gamma(2 \operatorname{Re} w+1)} \tag{3.2}
\end{align*}
$$

by applying the definition of $\mu$ and using the change of variable $\alpha=y-\operatorname{Im} w$ to obtain the last line. Note that, for $n \in\{-1,0,1, \ldots\}$,

$$
\begin{equation*}
\frac{\Gamma(n+2+2 \operatorname{Re} w)}{(n+1)!}=N_{n+1}(-2 \operatorname{Re} w-1) \Gamma(2 \operatorname{Re} w+1) \tag{3.3}
\end{equation*}
$$

Since $n+2+2 \operatorname{Re} w>0$, we can use a table of integrals ([19], p.30) to show that

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\left|\Gamma\left(\frac{n+2+2 \operatorname{Re} w}{2}+\mathrm{i} \alpha\right)\right|^{2}}{\Gamma(n+2+2 \operatorname{Re} w)} \mathrm{e}^{-\mathrm{i} \ln (t / s) \alpha} \mathrm{d} \alpha & =\left[\frac{1}{2} \operatorname{sech}\left(\frac{\ln \left(\frac{t}{s}\right)}{2}\right)\right]^{n+2+2 \operatorname{Re} w} \\
& =\left[\frac{\sqrt{s t}}{t+s}\right]^{n+2+2 \operatorname{Re} w} \tag{3.4}
\end{align*}
$$

By applying (3.3) and (3.4) to (3.2) and recalling property (2.3) of the Newton polynomials, we obtain

$$
\begin{aligned}
\left\langle T_{t^{z}}^{*} T_{s^{z}} k_{w}, k_{w}\right\rangle_{H^{2}(\mu)} & =\sum_{n=-1}^{\infty}(s t)^{n / 2}\left(\frac{s}{t}\right)^{i \operatorname{Im} w} N_{n+1}(-2 \operatorname{Re} w-1)\left[\frac{\sqrt{s t}}{t+s}\right]^{n+2+2 \operatorname{Re} w} \\
& =\frac{s^{w} t^{\bar{w}}}{(t+s)^{2 \operatorname{Re} w+1}} \sum_{n=-1}^{\infty} N_{n+1}(-2 \operatorname{Re} w-1)\left(\frac{s t}{t+s}\right)^{n+1} \\
& =\frac{s^{w} t^{\bar{w}}}{(t+s)^{2 \operatorname{Re} w+1}}\left(1-\frac{s t}{t+s}\right)^{-2 \operatorname{Re} w-1}=\frac{s^{w} t^{\bar{w}}}{(s+t-s t)^{2 \operatorname{Re} w+1}}
\end{aligned}
$$

We can apply the previous lemma to determine a set of points that is contained in the joint approximate point spectrum of $\left\{T_{S_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right\}$.

Lemma 3.4. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Then

$$
\overline{\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}} \cup\{(0, \ldots, 0)\} \subseteq \sigma_{\text {ap }}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)
$$

Proof. To show that $(0, \ldots, 0) \in \sigma_{\text {ap }}\left(T_{S_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$, let $\omega_{\ell}=\frac{\ell}{2}$ for $\ell \in \mathbb{N}$, and consider the sequence $\left\{k_{\omega_{\ell}}\right\}_{\ell \in \mathbb{N}}$ of normalized reproducing kernel functions for
$\mathcal{N}$. Then by Lemma 3.3,

$$
\left\|T_{s_{j}^{z}} k_{\omega_{\ell}}\right\|_{H^{2}(\mu)}^{2}=\frac{s_{j}^{\ell}}{\left(2 s_{j}-s_{j}^{2}\right)^{\ell+1}}=\frac{1}{\left(2 s_{j}-s_{j}^{2}\right)}\left(\frac{1}{2-s_{j}}\right)^{\ell}
$$

for $1 \leqslant j \leqslant n$. Thus, $\left\|T_{s_{j}^{z}} k_{\omega_{\ell}}\right\|_{H^{2}(\mu)} \rightarrow 0$ as $\ell \rightarrow \infty$ for all $j \in\{1, \ldots, n\}$, and $(0, \ldots, 0) \in \sigma_{\text {ap }}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$.

Now consider $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \overline{\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}}$. Fix a sequence $\left\{y_{\ell}\right\}_{\ell=1}^{\infty}$ of real numbers such that

$$
\lim _{\ell \rightarrow \infty}\left(s_{1}^{-1 / 2+\mathrm{i} y_{\ell}}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y_{\ell}}\right)=\lambda
$$

Notice that since $\lim _{\ell \rightarrow \infty} s_{j}^{-1 / 2+\mathrm{i} y_{\ell}}=\lambda_{j}$ for $1 \leqslant j \leqslant n$, it is required that $\left|\lambda_{j}\right|=s_{j}^{-1 / 2}$ for all $j \in\{1, \ldots, n\}$.

Let $w_{\ell}=-\frac{1}{2}+\frac{1}{\ell}+\mathrm{i} y_{\ell}$ for $\ell \in \mathbb{N}$, and consider the sequence $\left\{k_{w_{\ell}}\right\}_{\ell \in \mathbb{N}}$ of normalized reproducing kernel functions for $\mathcal{N}$. For $1 \leqslant j \leqslant n$,

$$
\begin{aligned}
\left\|\left(T_{s_{j}^{z}}-\lambda_{j} I\right) k_{w_{\ell}}\right\|_{H^{2}(\mu)}^{2} & =\frac{s_{j}^{w_{\ell} s_{j}^{\bar{w}_{\ell}}}}{\left(2 s_{j}-s_{j}^{2}\right)^{2 \operatorname{Re} w_{\ell}+1}}-2 \operatorname{Re} \bar{\lambda}_{j} s^{w_{\ell}}+\left|\lambda_{j}\right|^{2} \\
& =\frac{1}{s_{j}}\left(\frac{1}{2-s_{j}}\right)^{2 / \ell}-2 \operatorname{Re} \bar{\lambda}_{j} s_{j}^{-1 / 2+\mathrm{i} y_{\ell}} s_{j}^{1 / \ell}+\frac{1}{s_{j}}
\end{aligned}
$$

by Lemma 3.3. Since

$$
\lim _{\ell \rightarrow \infty}\left(\frac{1}{2-s_{j}}\right)^{2 / \ell}=1=\lim _{\ell \rightarrow \infty} s_{j}^{1 / \ell} \quad \text { and } \quad \lim _{\ell \rightarrow \infty} \bar{\lambda}_{j} s_{j}^{-1 / 2+\mathrm{i} y_{\ell}}=\left|\lambda_{j}\right|^{2}=s_{j}^{-1}
$$

we obtain that $\left\|\left(T_{s_{j}^{z}}-\lambda_{j} I\right) k_{w_{\ell}}\right\|_{H^{2}(\mu)} \rightarrow 0$ as $\ell \rightarrow \infty$ for $1 \leqslant j \leqslant n$. Hence, $\lambda \in \sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$.

We want to show the the points specified in Lemma 3.4 are the only points in the joint approximate point spectrum. We need an additional tool to help us exclude some of the other points. Given a measure space $(X, v)$, let $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in$ $L^{\infty}(X, v)$. The joint essential range of $\varphi_{1}, \ldots, \varphi_{n}$, denoted $\mathcal{E}_{v}\left(\varphi_{1}, \ldots, \varphi_{n}\right)$, is the set of all $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$ such that, for all $\varepsilon>0$,

$$
v\left(\left\{z \in X: \sum_{j=1}^{n}\left|\varphi_{j}(z)-\lambda_{j}\right|<\varepsilon\right\}\right)>0
$$

Note that, for $n=1, \mathcal{E}_{v}\left(\varphi_{1}\right)$ is the usual essential range of $\varphi_{1}$. In our case, $X=\Omega$ and $v=\mu$, the measure defined by (2.1).

Lemma 3.5. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Then $\sigma_{\text {ap }}\left(T_{s_{1}^{z}}^{z}, \ldots, T_{s_{n}^{z}}\right) \subseteq \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right)$.

Proof. The arguments in this proof follow closely those of the proof of Theorem 5.2 in [16].

Let $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n} \backslash \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right)$. We want to show that there exist $\psi_{1}, \psi_{2}, \ldots, \psi_{n} \in L^{\infty}(\mu)$ such that $\sum_{j=1}^{n} \psi_{j}\left(s_{j}^{z}-\lambda_{j}\right)=1 \mu$-almost everywhere. In that case, $\sum_{j=1}^{n} T_{\psi_{j}}\left(T_{s_{j}^{z}}-\lambda_{j} I\right)=T_{\sum_{j=1}^{n} \psi_{j}\left(s^{z}-\lambda_{j}\right)}=I$, and, thus, $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \notin \sigma_{\text {ap }}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$.

Suppose not, i.e. suppose that for all $\psi_{1}, \ldots, \psi_{n} \in L^{\infty}(\mu), \sum_{j=1}^{n} \psi_{j}\left(s_{j}^{z}-\lambda_{j}\right)$ is not invertible in $L^{\infty}(\mu)$. This is equivalent to saying that, for all $\varepsilon>0$ and $\psi_{1}, \ldots, \psi_{n} \in L^{\infty}(\mu)$,

$$
\mu\left(\left\{z \in \Omega:\left|\sum_{j=1}^{n} \psi_{j}(z)\left(s_{j}^{z}-\lambda_{j}\right)\right|<\varepsilon\right\}\right)>0
$$

By setting $\psi_{j}=\overline{s_{j}^{z}-\lambda_{j}}$, we obtain that

$$
\mu\left(E_{1}(\varepsilon):=\left\{z \in \Omega: \sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right|^{2}<\varepsilon\right\}\right)>0
$$

for all $\varepsilon>0$. But since $\lambda \notin \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right)$, there exists $\varepsilon^{\prime}>0$ such that

$$
\mu\left(E_{2}\left(\varepsilon^{\prime}\right):=\left\{z \in \Omega: \sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right|<\varepsilon^{\prime}\right\}\right)=0
$$

However, for all $z \in \mathbb{C}$,

$$
\sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right| \leqslant\left(\sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right|^{2}\right)^{1 / 2}\left(\sum_{j=1}^{n} 1\right)^{1 / 2}=\left(n \sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right|^{2}\right)^{1 / 2}
$$

by the Schwarz inequality. Thus, if $\varepsilon=\frac{\left(\varepsilon^{\prime}\right)^{2}}{n}, E_{1}(\varepsilon) \subseteq E_{2}\left(\varepsilon^{\prime}\right)$ and $\mu\left(E_{1}(\varepsilon)\right)=0$, which is a contradiction.

Corollary 3.6. Let $0<s<1$. Then

$$
\sigma_{\mathrm{ap}}\left(T_{s^{z}}\right) \subseteq\left\{s^{w}: \operatorname{Re} w=\frac{m}{2}, m=-1,0,1, \ldots\right\} \cup\{0\}
$$

We now temporarily restrict to the case of one operator. To be able to determine when an operator $T_{s^{z}}-\lambda I$ is bounded below, we need to obtain a certain upper bound on the norms of functions in $H^{2}(\mu)$.

Lemma 3.7. If $f \in H^{2}(\mu)$ and $m \in \mathbb{N} \cup\{0\}$, then

$$
\begin{equation*}
\|f\|_{H^{2}(\mu)}^{2} \leqslant(m+3) \sum_{n=-1, n \neq m}^{\infty} \int_{-\infty}^{\infty}\left|f\left(\frac{n}{2}+\mathrm{i} y\right)\right|^{2} \frac{\left|\Gamma\left(\frac{n}{2}+1+\mathrm{i} y\right)\right|^{2} \mathrm{~d} y}{2 \pi(n+1)!} \tag{3.5}
\end{equation*}
$$

Proof. Let $f \in H^{2}(\mu)$ and $m \in \mathbb{N} \cup\{0\}$. By the relationship between $H^{2}(\mu)$ and $\mathcal{N}$, there exists $g \in \mathcal{N}$ with $f=g \mu$-almost everywhere. Then $F(z):=$ $g(z) \Gamma(z+1) \in H^{2}\left(\frac{-1}{2}, \frac{m+1}{2}\right)$ by Theorem 2.3, and hence $F \in H^{2}\left(\frac{m-1}{2}, \frac{m+1}{2}\right)$. By Lemma 2.2,

$$
\begin{equation*}
\left\|F\left(\frac{m}{2}+\mathrm{i} y\right)\right\|_{2} \leqslant\left\|F\left(\frac{m-1}{2}+\mathrm{i} y\right)\right\|_{2}^{1 / 2} \cdot\left\|F\left(\frac{m+1}{2}+\mathrm{i} y\right)\right\|_{2}^{1 / 2} \tag{3.6}
\end{equation*}
$$

where $\|\cdot\|_{2}$ indicates the norm in $L^{2}(\mathbb{R})$ and $y$ is the variable. By manipulating (3.6), we obtain

$$
\begin{align*}
\frac{\left\|F\left(\frac{m}{2}+\mathrm{i} y\right)\right\|_{2}^{2}}{2 \pi(m+1)!} & \leqslant \max \left\{\frac{\left\|F\left(\frac{m-1}{2}+\mathrm{i} y\right)\right\|_{2}^{2}}{(m+1) 2 \pi(m!)}, \frac{(m+2)\left\|F\left(\frac{m+1}{2}+\mathrm{i} y\right)\right\|_{2}^{2}}{2 \pi(m+2)!}\right\} \\
& \leqslant(m+2)\left(\frac{\left\|F\left(\frac{m-1}{2}+\mathrm{i} y\right)\right\|_{2}^{2}}{2 \pi(m!)}+\frac{\left\|F\left(\frac{m+1}{2}+\mathrm{i} y\right)\right\|_{2}^{2}}{2 \pi(m+2)!}\right) \tag{3.7}
\end{align*}
$$

By filling in the definition of $F$, (3.7) becomes

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left|g\left(\frac{m}{2}+\mathrm{i} y\right)\right|^{2} \frac{\left|\Gamma\left(\frac{m}{2}+1+\mathrm{i} y\right)\right|^{2}}{2 \pi(m+1)!} \mathrm{d} y \\
& \quad \leqslant(m+2)\left(\int_{-\infty}^{\infty}\left|g\left(\frac{m-1}{2}+\mathrm{i} y\right)\right|^{2} \frac{\left|\Gamma\left(\frac{m-1}{2}+1+\mathrm{i} y\right)\right|^{2}}{2 \pi(m!)} \mathrm{d} y\right. \\
& \left.\quad+\int_{-\infty}^{\infty}\left|g\left(\frac{m+1}{2}+\mathrm{i} y\right)\right|^{2} \frac{\left|\Gamma\left(\frac{m+1}{2}+1+\mathrm{i} y\right)\right|^{2}}{2 \pi(m+2)!} \mathrm{d} y\right) \tag{3.8}
\end{align*}
$$

By replacing the expression in the parentheses on the right hand side of (3.8) by

$$
\begin{equation*}
\sum_{n=-1, n \neq m}^{\infty} \int_{-\infty}^{\infty}\left|g\left(\frac{n}{2}+\mathrm{i} y\right)\right|^{2}\left|\Gamma\left(\frac{n}{2}+1+\mathrm{i} y\right)\right|^{2} \frac{\mathrm{~d} y}{2 \pi(n+1)!} \tag{3.9}
\end{equation*}
$$

and then adding (3.9) to both sides, we obtain (3.5) with $f$ replaced by $g$. Since $f=g \mu$-almost everywhere, we have (3.5) as written in the statement of the theorem.

We can use the preceding results to identify the approximate point spectrum of a single operator of the form $T_{s^{z}}$.

PROPOSITION 3.8. If $0<s<1$, then the approximate point spectrum of $T_{S^{z}}$ is

$$
\sigma_{\mathrm{ap}}\left(T_{s^{z}}\right)=\left\{s^{-1 / 2+\mathrm{i} y}: y \in \mathbb{R}\right\} \cup\{0\}=s^{-1 / 2} \mathbb{T} \cup\{0\}
$$

Proof. By Lemma 3.4 and Corollary 3.6,

$$
\left\{s^{-1 / 2+\mathrm{i} y}: y \in \mathbb{R}\right\} \cup\{0\} \subseteq \sigma_{\mathrm{ap}}\left(T_{s^{z}}\right) \subseteq\left\{s^{w}: \operatorname{Re} w=\frac{m}{2}, m=-1,0,1, \ldots\right\} \cup\{0\}
$$

Let $z_{0}=\frac{m}{2}+\mathrm{i} y_{0}$ for $m \in \mathbb{N} \cup\{0\}$ and $y_{0} \in \mathbb{R}$. We want to show that $s^{z_{0}} \notin \sigma_{\mathrm{ap}}\left(T_{s^{z}}\right)$. Note that, for $z=\frac{n}{2}+\mathrm{i} y$, where $y \in \mathbb{R}$ and $n \in \mathbb{N} \cup\{0,-1\}$ with $n \neq m$,

$$
\left|s^{z}-s^{z_{0}}\right| \geqslant\left|s^{n / 2}-s^{m / 2}\right| \geqslant s^{m / 2} \cdot \min \left\{\left|s^{1 / 2}-1\right|,\left|s^{-1 / 2}-1\right|\right\}:=\lambda_{s, m}
$$

By Lemma 3.7 and the definition of $\mu$,

$$
\begin{aligned}
\left\|\left(T_{s^{z}}-s^{z_{0}} I\right) f\right\|_{H^{2}(\mu)}^{2} & =\int_{\Omega}\left|s^{z}-s^{z_{0}}\right|^{2}|f(z)|^{2} \mathrm{~d} \mu \\
& \geqslant \sum_{n=-1, n \neq m}^{\infty} \int_{-\infty}^{\infty} \lambda_{s, m}^{2}\left|f\left(\frac{n}{2}+\mathrm{i} y\right)\right|^{2} \frac{\left|\Gamma\left(\frac{n}{2}+1+\mathrm{i} y\right)\right|^{2} \mathrm{~d} y}{2 \pi(n+1)!} \\
& \geqslant \frac{\lambda_{s, m}^{2}}{m+3}\|f\|_{H^{2}(\mu)}^{2}
\end{aligned}
$$

for all $f \in H^{2}(\mu)$. Thus, $T_{s^{z}}-s^{z_{0}} I$ is bounded below, so $s^{z_{0}} \notin \sigma_{\text {ap }}\left(T_{s^{z}}\right)$.
We now return to the case of considering an arbitrary finite number of operators. By Lemma 3.5, Proposition 3.8 and (3.1),

$$
\begin{equation*}
\sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right) \subseteq \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n}\left\{s_{j}^{-1 / 2} \mathbb{T} \cup\{0\}\right\} \tag{3.10}
\end{equation*}
$$

We study the space on the right hand side of (3.10) through the following lemmas:
Lemma 3.9. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Then

$$
\mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n}\left\{s_{j}^{-1 / 2} \mathbb{T} \cup\{0\}\right\}
$$

is contained in

$$
\left\{\mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n} s_{j}^{-1 / 2} \mathbb{T}\right\} \cup\{(0, \ldots, 0)\}
$$

Proof. The statement is trivially true if $n=1$, so we assume $n \geqslant 2$. Suppose $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n}\left\{s_{j}^{-1 / 2} \mathbb{T} \cup\{0\}\right\}$ with $\lambda_{j_{0}}=0$ for some $j_{0} \in$ $\{1, \ldots, n\}$ and $\lambda_{j_{1}} \neq 0$ for some $j_{1} \in\{1, \ldots, n\} \backslash\left\{j_{0}\right\}$. Since $\lambda_{j_{1}} \neq 0$, there exists $y_{j_{1}} \in \mathbb{R}$ such that $\lambda_{j_{1}}=s_{j_{1}}^{-1 / 2+\mathrm{i} y_{j_{1}}}$.

Let $\varepsilon=\min \left\{1, s_{j_{1}}^{-1 / 2}-1\right\}$. Suppose that $z \in \mathbb{C}$ with $\operatorname{Re} z=\frac{m}{2}$ for some $m \in\{-1,0,1, \ldots\}$. If $m \geqslant 0$, then

$$
\begin{equation*}
\left|s_{j_{1}}^{z}-\lambda_{j_{1}}\right|=\left|s_{j_{1}}^{z}-s_{j_{1}}^{-1 / 2+\mathrm{i} y_{j_{1}}}\right| \geqslant s_{j_{1}}^{-1 / 2}-\left|s_{j_{1}}^{z}\right| \geqslant s_{j_{1}}^{-1 / 2}-1 \geqslant \varepsilon, \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|s_{j_{0}}^{z}-0\right| \geqslant 1 \geqslant \varepsilon \tag{3.12}
\end{equation*}
$$

if $m=-1$. Therefore,

$$
\mu\left(\left\{z \in \Omega: \sum_{j=1}^{n}\left|s_{j}^{z}-\lambda_{j}\right|<\varepsilon\right\}\right)=0
$$

which contradicts the fact that $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right)$ and thus proves the lemma.

LEMMA 3.10. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Then

$$
\mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n} s_{j}^{-1 / 2} \mathbb{T} \subseteq \overline{\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}}
$$

Proof. For $j=1,2, \ldots, n$, consider the function $\psi_{s_{j}}: \mathbb{R} \rightarrow \mathbb{C}$ defined by $\psi_{s_{j}}(y)=s_{j}^{-1 / 2+\mathrm{i} y}$. We can view $\psi_{s_{j}}$ as $\left.s^{z}\right|_{\operatorname{Re} z=-1 / 2}$. By restricting the measure $\mu$ to the line $\operatorname{Re} z=-\frac{1}{2}$ in a similar way, we obtain a measure $\widehat{\mu}$ on $\mathbb{R}$ given by

$$
\mathrm{d} \widehat{\mu}=\frac{\left|\Gamma\left(\frac{1}{2}+\mathrm{i} y\right)\right|^{2}}{2 \pi} \mathrm{~d} y
$$

Notice that $\psi_{s_{j}} \in L^{\infty}(\mathbb{R}, \widehat{\mu})$ for all $1 \leqslant j \leqslant n$. Using the idea behind equation (3.11) in this setting, it is easy to show that

$$
\mathcal{E}_{\mu}\left(s_{1}^{z}, \ldots, s_{n}^{z}\right) \cap \prod_{j=1}^{n} s_{j}^{-1 / 2} \mathbb{T} \subseteq \mathcal{E}_{\widehat{\mu}}\left(\psi_{s_{1}}, \ldots, \psi_{s_{n}}\right)
$$

Since $\widehat{\mu}$ is mutually absolutely continuous with respect to Lebesgue measure and $\psi_{s_{j}}$ is a continuous function for $1 \leqslant j \leqslant n$,

$$
\mathcal{E}_{\widehat{\mu}}\left(\psi_{s_{1}}, \ldots \psi_{s_{n}}\right)=\overline{\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}}
$$

which proves the lemma.
Combining the results of Lemmas 3.4, 3.5, 3.9, and 3.10, we obtain the following theorem that includes the results of Proposition 3.8 as a special case.

THEOREM 3.11. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Then

$$
\sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)=\{(0, \ldots, 0)\} \cup\left\{\overline{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}}\right\}
$$

The following corollary of Theorem 3.11 is immediate from Theorem 3.1.
Corollary 3.12. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. Let $\mathcal{C}_{\left\{s_{1}, \ldots, s_{n}\right\}}$ be the commutator ideal of $C^{*}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$. Then

$$
C^{*}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right) / \mathcal{C}_{\left\{s_{1}, \ldots, s_{n}\right\}} \cong C\left(\overline{\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}}\right) \oplus \mathbb{C}
$$

3.2. INVESTIGATING THE SHAPES OF THE SETS $\sigma_{\text {ap }}\left(T_{S_{1}^{z}}, \ldots, T_{S_{n}^{z}}\right)$. We would like to use Theorem 3.2 to determine the structure of $C^{*}\left(\left\{T_{s^{z}}: 0<s<1\right\}\right)$ modulo its commutator ideal. Thus, we need to understand the shapes of the joint approximate point spectra of all finite subsets of $\left\{T_{s^{z}}: 0<s<1\right\}$ so that we can compute the needed inverse limit. The structures of these spectra depend on the relations between the numbers $\ln \left(s_{1}\right), \ldots, \ln \left(s_{n}\right)$ via Kronecker's Theorem. The following version of Kronecker's Theorem is included in [31].

THEOREM 3.13 (Kronecker's Theorem). Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \theta_{1}, \theta_{2}, \ldots, \theta_{n}$ be arbitrary real numbers. For the system of inequalities

$$
\left|\alpha_{k} t-\theta_{k}\right|<\delta \quad \bmod 2 \pi \quad(k=1,2, \ldots, n)
$$

to have consistent real solutions for any arbitrarily small positive number $\delta$, it is necessary and sufficient that every time the relation $k_{1} \alpha_{1}+k_{2} \alpha_{2}+\cdots+k_{n} \alpha_{n}=0$ holds, where $k_{1}, k_{2}, \ldots, k_{n}$ are integers, we have the congruence

$$
k_{1} \theta_{1}+k_{2} \theta_{2}+\cdots+k_{n} \theta_{n} \equiv 0 \quad \bmod 2 \pi
$$

The simplest case of Kronecker's Theorem is when $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are linearly independent over $\mathbb{Z}$. A finite collection $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ of real numbers is linearly independent over $\mathbb{Z}$ if $k_{1} \alpha_{1}+k_{2} \alpha_{2}+\cdots+k_{n} \alpha_{n}=0$ with $k_{1}, k_{2}, \ldots, k_{n} \in \mathbb{Z}$ if and only if $k_{1}=k_{2}=\cdots=k_{n}=0$. In this case, we can combine Theorem 3.11 with a method used by Böttcher, Karlovich, and Spitkovsky in Corollary 1.13 of [5] to straight-forwardly show the following result:

Corollary 3.14. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq k$. If the numbers $\ln \left(s_{1}\right), \ln \left(s_{2}\right), \ldots, \ln \left(s_{n}\right)$ are linearly independent over $\mathbb{Z}$, then

$$
\sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)=\{(0, \ldots, 0)\} \cup\left(s_{1}^{-1 / 2} \mathbb{T} \times s_{2}^{-1 / 2} \mathbb{T} \times \cdots \times s_{n}^{-1 / 2} \mathbb{T}\right)
$$

The other case in which the shape of $\sigma_{\text {ap }}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$ is easy to determine is the case in which all of the $\ln \left(s_{j}\right)$ are rational multiples of each other.

Lemma 3.15. Let $n \in \mathbb{N}$ and $0<s_{1}, s_{2}, \ldots, s_{n}<1$ with $s_{j} \neq s_{k}$ if $j \neq$ k. Suppose there exist integers $a_{2}, \ldots, a_{n}, b_{2}, \ldots, b_{n}$ such that $\ln \left(s_{j}\right)=\frac{a_{j}}{b_{j}} \ln \left(s_{1}\right)$ and $\operatorname{gcd}\left(a_{j}, b_{j}\right)=1$ for $j=2, \ldots, n$. Then the range of $\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right)$ is closed, so

$$
\sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)=\{(0, \ldots, 0)\} \cup\left\{\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right): y \in \mathbb{R}\right\}
$$

Proof. Let $M=\operatorname{lcm}\left[b_{2}, \ldots, b_{n}\right]$. Let $\psi: \mathbb{R} \rightarrow \mathbb{C}$ be defined by

$$
\psi(y)=\left(s_{1}^{-1 / 2+\mathrm{i} y}, \ldots, s_{n}^{-1 / 2+\mathrm{i} y}\right)
$$

Clearly, $\psi$ is a continuous function. We want to show that $\psi$ is periodic with period $\frac{2 M \pi}{-\ln \left(s_{1}\right)}$. Let $y \in \mathbb{R}$ and $k \in \mathbb{Z}$. Then it is clear that

$$
s_{1}^{-1 / 2+\mathrm{i}\left(y+k\left(2 M \pi /\left(-\ln \left(s_{1}\right)\right)\right)\right)}=s_{1}^{-1 / 2+\mathrm{i} y} \mathrm{e}^{\ln \left(s_{1}\right) \mathrm{i} k\left(2 M \pi /\left(-\ln \left(s_{1}\right)\right)\right)}=s_{1}^{-1 / 2+\mathrm{i} y}
$$

If $2 \leqslant j \leqslant n$, then

$$
s_{j}^{-1 / 2+\mathrm{i}\left(y+k\left(2 M \pi /\left(-\ln \left(s_{1}\right)\right)\right)\right)}=s_{j}^{-1 / 2+\mathrm{i} y} \mathrm{e}^{\left(a_{j} / b_{j}\right) \ln \left(s_{1}\right) \mathrm{i} k\left(2 M \pi /\left(-\ln \left(s_{1}\right)\right)\right)}=s_{j}^{-1 / 2+\mathrm{i} y}
$$

since $b_{j}$ divides $M$. Thus, $\psi$ is a periodic function with period $\frac{2 M \pi}{-\ln \left(s_{1}\right)}$, so $\psi(\mathbb{R})$ $=\psi\left(\left[0, \frac{2 M \pi}{-\ln \left(s_{1}\right)}\right]\right)$, which is a closed set.

Notice that in the case of Lemma 3.15, $\sigma_{\mathrm{ap}}\left(T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right)$ consists of the point $(0, \ldots, 0)$ and a closed curve that is homeomorphic to $\mathbb{T}$. Thus, the two distinct cases described in Corollary 3.14 and Lemma 3.15 lead to joint approximate point spectra that are not homeomorphic to each other.

The preceding investigations fully determine the possible shapes of the joint approximate point spectrum of two operators from $\left\{T_{s^{z}}: 0<s<1\right\}$. To consider three or more operators, one must investigate a larger number of possible relationships between $\ln \left(s_{1}\right), \ln \left(s_{2}\right), \ldots, \ln \left(s_{n}\right)$, and the determination of the joint approximate spectrum requires the full version of Kronecker's Theorem. Even for three operators, the calculations quickly become quite complicated.
3.3. Calculating $\sigma_{\text {ap }}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right)$. Due to the complexity of the joint approximate point spectra, it appears impractical to determine directly the structure of the inverse limit of all joint approximate point spectra of finite subsets of $\left\{T_{s^{z}}: 0<s<1\right\}$. Instead, we will build a similar framework for Toeplitz operators on $H^{2}(\mathbb{R})$ and determine the desired inverse limit by connecting the spectral results for the two collections of operators and recalling that the structure of $C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)$, modulo its commutator ideal, is described by Theorem 2.4.

For these purposes, we want to understand the joint approximate point spectra of finite subsets of $\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}$. We begin with a result of Dash that identifies the joint approximate point spectrum of any finite collection of multiplication operators on $L^{2}(\mathbb{R})$.

THEOREM 3.16 ([16], Theorems 5.2,5.3). If $n \in \mathbb{N}$ and $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in L^{\infty}(\mathbb{R})$, then

$$
\sigma_{\mathrm{ap}}\left(M_{\varphi_{1}}, \ldots, M_{\varphi_{n}}\right)=\mathcal{E}_{m}\left(\varphi_{1}, \ldots, \varphi_{n}\right)
$$

To use Theorem 3.16 in our setting, we apply the methods used in the proof of Theorem 1 in [9] to multiple operators to prove the following lemma. In the statement of the lemma, we restrict to maps $\varphi_{1}, \ldots, \varphi_{n} \in L^{\infty}(\mathbb{R}) \cap H^{2}(\mathbb{R})$ since the joint approximate point spectrum is only defined for collections of commuting operators. We could have alternately considered $\varphi_{1}, \ldots, \varphi_{n} \in L^{\infty}(\mathbb{R})$ with $\bar{\varphi}_{1}, \ldots, \bar{\varphi}_{n} \in H^{2}(\mathbb{R})$.

Lemma 3.17. Let $n \in \mathbb{N}$ and $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n} \in H^{2}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$. Then

$$
\sigma_{\mathrm{ap}}\left(M_{\varphi_{1}}, \ldots, M_{\varphi_{n}}\right) \subseteq \sigma_{\mathrm{ap}}\left(W_{\varphi_{1}}, \ldots, W_{\varphi_{n}}\right)
$$

Proof. By replacing $\varphi_{j}$ with $\varphi_{j}-\lambda_{j}$, it suffices to show that if $(0, \ldots, 0) \in$ $\sigma_{\text {ap }}\left(M_{\varphi_{1}}, \ldots, M_{\varphi_{n}}\right)$, then $(0, \ldots, 0) \in \sigma_{\text {ap }}\left(W_{\varphi_{1}}, \ldots, W_{\varphi_{n}}\right)$. For $1 \leqslant j \leqslant n$, consider the net of operators $\left\{B_{j, \alpha}\right\}_{\alpha \in \mathbb{R}^{+}}$in $\mathcal{B}\left(L^{2}(\mathbb{R})\right)$ defined by

$$
\begin{aligned}
B_{j, \alpha} & =M_{\chi_{\alpha}}^{*} W_{\varphi_{j}} P_{m} M_{\chi_{\alpha}}=M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}} M_{\chi_{\alpha}}^{*} M_{\varphi_{j}} P_{m} M_{\chi_{\alpha}} \\
& =\left(M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}}\right) M_{\varphi_{j}}\left(M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}}\right)
\end{aligned}
$$

In [9], Coburn and Douglas showed that, for all $j \in\{1, \ldots, n\}$, the net $\left\{B_{j, \alpha}\right\}_{\alpha \in \mathbb{R}^{+}}$ converges to $M_{\varphi_{j}}$ in the strong operator topology on $\mathcal{B}\left(L^{2}(\mathbb{R})\right)$. They also showed that $\left\{M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}}\right\}_{\alpha \in \mathbb{R}^{+}}$converges strongly to $I$, the identity operator on $L^{2}(\mathbb{R})$.

Suppose $(0, \ldots, 0) \in \sigma_{\mathrm{ap}}\left(M_{\varphi_{1}}, \ldots, M_{\varphi_{n}}\right)$. Let $\varepsilon>0$ be given. Then there exists a unit vector $f \in L^{2}(\mathbb{R})$ such that

$$
\left\|M_{\varphi_{j}} f\right\|_{2}<\frac{\varepsilon}{4}
$$

for all $1 \leqslant j \leqslant n$. Since $\left\{B_{j, \alpha}\right\}_{\alpha \in \mathbb{R}^{+}}$converges strongly to $M_{\varphi_{j}}$, there exists, for each $1 \leqslant j \leqslant n$, a number $\alpha_{j, 0} \in \mathbb{R}^{+}$such that if $\alpha \geqslant \alpha_{j, 0}$, then

$$
\begin{equation*}
\left\|W_{\varphi_{j}} P_{m} M_{\chi_{\alpha}} f\right\|_{2}=\left\|M_{\chi_{\alpha}}^{*} W_{\varphi_{j}} P_{m} M_{\chi_{\alpha}} f\right\|_{2}=\left\|B_{j, \alpha} f\right\|_{2}<\frac{\varepsilon}{2} \tag{3.13}
\end{equation*}
$$

We set $\alpha_{0}:=\max _{1 \leqslant j \leqslant n}\left\{\alpha_{j, 0}\right\}$. Similarly, since the net $\left\{M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}}\right\}_{\alpha \in \mathbb{R}^{+}}$converges strongly to $I$ and $f$ is a unit vector, there exists $\beta_{0} \in \mathbb{R}^{+}$, such that if $\alpha \geqslant \beta_{0}$, then

$$
\begin{equation*}
\left\|P_{m} M_{\chi_{\alpha}} f\right\|_{2}=\left\|M_{\chi_{\alpha}}^{*} P_{m} M_{\chi_{\alpha}} f\right\|_{2}>\frac{1}{2} \tag{3.14}
\end{equation*}
$$

Combining (3.13) and (3.14), we find that if $\gamma \geqslant \alpha_{0}+\beta_{0}$, then

$$
\left\|W_{\varphi_{j}} P_{m} M_{\chi_{\alpha}} f\right\|_{2}<\frac{\varepsilon}{2}<\varepsilon\left\|P_{m} M_{\chi_{\alpha}} f\right\|_{2}
$$

Thus, we can construct a sequence $\left\{f_{\ell}\right\}_{\ell=1}^{\infty}$ of unit vectors in $H^{2}(\mathbb{R})$ that satisfies $\left\|W_{\varphi_{j}} f_{\ell}\right\|_{H^{2}(\mu)} \rightarrow 0$ as $\ell \rightarrow \infty$ for all $1 \leqslant j \leqslant n$. Therefore, $(0, \ldots, 0) \in$ $\sigma_{\text {ap }}\left(W_{\varphi_{1}}, \ldots, W_{\varphi_{n}}\right)$.

We now restrict our attention to the Toeplitz operators on $H^{2}(\mathbb{R})$ induced by the maps in $\left\{\chi_{\alpha}: \alpha \in \mathbb{R}^{+}\right\}$.

THEOREM 3.18. Let $n \in \mathbb{N}$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mathbb{R}^{+}$with $\alpha_{j} \neq \alpha_{k}$ if $j \neq k$. Then

$$
\sigma_{\mathrm{ap}}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right)=\overline{\left\{\left(\chi_{\alpha_{1}}(y), \ldots, \chi_{\alpha_{n}}(y)\right): y \in \mathbb{R}\right\}} .
$$

Proof. By Theorem 3.16 and Lemma 3.17,

$$
\mathcal{E}_{m}\left(\chi_{\alpha_{1}}, \ldots, \chi_{\alpha_{n}}\right) \subseteq \sigma_{\text {ap }}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right)
$$

The reverse inclusion can be proved by repeating the arguments of the proof of Lemma 3.5. Since the functions $\chi_{\alpha_{1}}, \ldots, \chi_{\alpha_{n}}$ are continuous on $\mathbb{R}$,

$$
\mathcal{E}_{m}\left(\chi_{\alpha_{1}}, \ldots, \chi_{\alpha_{n}}\right)=\overline{\left\{\left(\chi_{\alpha_{1}}(y), \ldots, \chi_{\alpha_{n}}(y)\right): y \in \mathbb{R}\right\}} .
$$

## 4. THE STRUCTURE OF $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ MODULO THE COMMUTATOR IDEAL

We will use the results from the previous section to show a connection between the set $\left\{T_{s_{1}^{z}}, \ldots, T_{s_{n}^{z}}\right\}$ in $\mathcal{B}\left(H^{2}(\mu)\right)$ and a collection $\left\{W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right\}$ in $\mathcal{B}\left(H^{2}(\mathbb{R})\right)$. This relationship will be a key ingredient in identifying the structure of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ modulo its commutator ideal.

THEOREM 4.1. Let $n \in \mathbb{N}$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mathbb{R}^{+}$with $\alpha_{j} \neq \alpha_{k}$ if $j \neq k$. Then

$$
\sigma_{\mathrm{ap}}\left(\mathrm{e}^{-\alpha_{1} / 2} T_{\mathrm{e}^{-\alpha_{1} z}}, \ldots, \mathrm{e}^{-\alpha_{n} / 2} T_{\mathrm{e}^{-\alpha_{n} z}}\right)=\{(0, \ldots, 0)\} \cup \sigma_{\mathrm{ap}}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right) .
$$

Proof. By Theorem 3.11, $\sigma_{\mathrm{ap}}\left(T_{\mathrm{e}^{-\alpha_{1}} z}, \ldots, T_{\mathrm{e}^{-\alpha_{n} z}}\right)$ equals

$$
\{(0, \ldots, 0)\} \cup \overline{\left\{\left(\mathrm{e}^{-\alpha_{1}(-1 / 2+\mathrm{i} y)}, \ldots, \mathrm{e}^{-\alpha_{n}(-1 / 2+\mathrm{i} y)}\right): y \in \mathbb{R}\right\}}
$$

Then by simple arguments and Theorem 3.18,

$$
\begin{aligned}
\sigma_{\mathrm{ap}}\left(\mathrm{e}^{-\alpha_{1} / 2} T_{\mathrm{e}^{-\alpha_{1} z}}, \ldots, \mathrm{e}^{-\alpha_{n} / 2} T_{\mathrm{e}^{-\alpha_{n} z}}\right. & =\{(0, \ldots, 0)\} \cup \overline{\left\{\left(\mathrm{e}^{-\alpha_{1} \mathrm{i} y}, \ldots, \mathrm{e}^{-\alpha_{n} \mathrm{i} y}\right): y \in \mathbb{R}\right\}} \\
& =\{(0, \ldots, 0)\} \cup \overline{\left\{\left(\chi_{\alpha_{1}}(y), \ldots, \chi_{\alpha_{n}}(y)\right): y \in \mathbb{R}\right\}} \\
& =\{(0, \ldots, 0)\} \cup \sigma_{\text {ap }}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right) .
\end{aligned}
$$

We will now construct two inverse limit systems. Consider the set $\mathcal{P}_{\text {fin }}^{+}$of all non-empty finite subsets of $\mathbb{R}^{+}$, which is partially ordered by inclusion. For clarity of notation, if $F \in \mathcal{P}_{\text {fin }}^{+}$has $n$ elements, then we write $F=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$, where $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{n}$.

For $F=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\} \in \mathcal{P}_{\text {fin }}^{+}$, we define two sets:

$$
\sigma_{F}=\sigma_{\mathrm{ap}}\left(W_{\chi_{\alpha_{1}}}, \ldots, W_{\chi_{\alpha_{n}}}\right) \quad \text { and } \quad \widetilde{\sigma}_{F}=\sigma_{\mathrm{ap}}\left(\mathrm{e}^{-\alpha_{1} / 2} T_{\mathrm{e}^{-\alpha_{1} z}}, \ldots, \mathrm{e}^{-\alpha_{n} / 2} T_{\mathrm{e}^{-\alpha_{n} z}}\right)
$$

Notice that, for all $F \in \mathcal{P}_{\text {fin }^{\prime}}^{+} \widetilde{\sigma}_{F}=\{(0, \ldots, 0)\} \cup \sigma_{F}$. We consider these sets as topological spaces in the relative topology from $\mathbb{C}^{|F|}$. We first investigate the connections between the open sets in the spaces.

Lemma 4.2. Let $F \in \mathcal{P}_{\text {fin }}^{+}$. Then the collections of open sets in $\sigma_{F}$ and $\widetilde{\sigma}_{F}$ are related in the following way:
$\left\{W: W\right.$ is open in $\left.\widetilde{\sigma}_{F}\right\}=\left\{E: E\right.$ is open in $\left.\sigma_{F}\right\} \cup\left\{E \cup\{(0, \ldots, 0)\}: E\right.$ is open in $\left.\sigma_{F}\right\}$.
Proof. Let $W$ be an open set in $\widetilde{\sigma}_{F}$. Then $W=V \cap \widetilde{\sigma}_{F}$, where $V$ is an open subset of $\mathbb{C}^{|F|}$, so $V \cap \sigma_{F}$ is open in $\sigma_{F}$. But $V \cap \widetilde{\sigma}_{F}=\left(V \cap \sigma_{F}\right) \cup(V \cap\{(0, \ldots, 0)\})$. Thus, $W=V \cap \sigma_{F}$ if $(0, \ldots, 0) \notin W$, and $W=\left(V \cap \sigma_{F}\right) \cup\{(0, \ldots, 0)\}$ if $(0, \ldots, 0) \in W$.

Let $E$ be an open set in $\sigma_{F}$. Then $E=U \cap \sigma_{F}$ for some open set $U$ in $\mathbb{C}^{|F|}$. Let $\Delta_{1 / 4}(0)$ be the open polydisk in $\mathbb{C}^{|F|}$ centered at 0 with radius $\frac{1}{4}$. Then $E=U \cap$ $\left(\mathbb{C} \backslash \overline{\Delta_{1 / 4}(0)}\right) \cap \sigma_{F}=U \cap\left(\mathbb{C} \backslash \overline{\Delta_{1 / 4}(0)}\right) \cap \widetilde{\sigma}_{F}$ because all components of elements in $\sigma_{F}$ have modulus 1 . Hence $E$ is open in $\widetilde{\sigma}_{F}$. Also, $E \cup\{(0, \ldots, 0)\}=(U \cup$ $\left.\Delta_{1 / 4}(0)\right) \cap \widetilde{\sigma}_{F}$, so $E \cup\{(0, \ldots, 0)\}$ is open in $\widetilde{\sigma}_{F}$ as well.

For $F, G \in \mathcal{P}_{\text {fin }}^{+}$with $F \subseteq G$, we define the map $\pi_{F G}: \sigma_{G} \rightarrow \sigma_{F}$ as the projection onto the coordinates coming from the elements of $F$. This map is welldefined and surjective due to the properties of the joint approximate point spectrum. The map $\widetilde{\pi}_{F G}: \widetilde{\sigma}_{G} \rightarrow \widetilde{\sigma}_{F}$ is defined equivalently. Note that if $F \subseteq G$ and $z \in \widetilde{\sigma}_{G}$, then $\widetilde{\pi}_{F G}(z)=\pi_{F G}(z)$ for $z \in \sigma_{G}$ and $\widetilde{\pi}_{F G}(z)=(0, \ldots, 0) \in \mathbb{C}^{|F|}$ for $z=(0, \ldots, 0) \in \mathbb{C}^{|G|}$.

The maps $\pi_{F G}$ and $\tilde{\pi}_{F G}$ are clearly continuous. If $F \in \mathcal{P}_{\text {fin }}^{+}$, then $\pi_{F F}$ and $\widetilde{\pi}_{F F}$ are the identity transformations. Also if $F, G$, and $H$ are in $\mathcal{P}_{\text {fin }}^{+}$with $F \subseteq$ $G \subseteq H$, then $\pi_{F G} \pi_{G H}=\pi_{F H}$ and $\widetilde{\pi}_{F G} \widetilde{\pi}_{G H}=\tilde{\pi}_{F H}$. Thus, $\left\{\left\{\sigma_{F}\right\},\left\{\pi_{F G}\right\}\right\}$ and $\left\{\left\{\widetilde{\sigma}_{F}\right\},\left\{\widetilde{\pi}_{F G}\right\}\right\}$ are both inverse limit systems of topological spaces over $\mathcal{P}_{\text {fin }}^{+}$.

We can construct the inverse limits of these systems as subspaces of appropriate product spaces. Recall that if we have a collection of topological spaces $\left\{X_{\alpha}\right\}_{\alpha \in \Lambda}$, then the product space $\prod_{\Lambda} X_{\alpha}$ is the space of all functions $f: \Lambda \rightarrow \bigcup_{a \in \Lambda} X_{\alpha}$ that satisfy $f(\alpha) \in X_{\alpha}$ for all $\alpha \in \Lambda$. For ease of notation, we will write elements of $\prod_{\Lambda} X_{\alpha}$ as nets $\left\{x_{\alpha}\right\}$, where $x_{\alpha}=f(\alpha)$ for all $\alpha \in \Lambda$, instead of writing them as functions. A basis for the product topology on $\prod_{\Lambda} X_{\alpha}$ is

$$
\left\{\prod_{\Lambda} U_{\alpha}: U_{\alpha} \text { is open in } X_{\alpha} \text { for all } \alpha \in \Lambda\right.
$$

$$
\text { all but finitely many of the } \left.U_{\alpha} \text { are equal to } X_{\alpha}\right\} \text {. }
$$

We construct the spaces

$$
\begin{aligned}
& a(\mathcal{W}):=\left\{\left\{x_{F}\right\} \in \prod_{P_{\text {fin }}^{+}} \sigma_{F}: \pi_{F G}\left(x_{G}\right)=x_{F} \forall F \subseteq G\right\} \text { and } \\
& a(\mathcal{T}):=\left\{\left\{\widetilde{x}_{F}\right\} \in \prod_{\mathcal{P}_{\text {fin }}^{+}} \widetilde{\sigma}_{F}: \widetilde{\pi}_{F G}\left(\widetilde{x}_{G}\right)=\widetilde{x}_{F} \forall F \subseteq G\right\} .
\end{aligned}
$$

Then, by standard facts about inverse limit systems of topological spaces, we have that $a(\mathcal{W})=\lim _{\leftarrow} \sigma_{F}$ and $a(\mathcal{T})=\lim _{\leftarrow} \widetilde{\sigma}_{F}$, where $\lim _{\leftarrow}$ indicates the inverse limit taken over $\mathcal{P}_{\text {fin }}^{+}$. The spaces $a(\mathcal{T})$ and $a(\mathcal{W})$ are non-empty, compact Hausdorff spaces in the relative topologies from the product topologies on $\prod_{\mathcal{P}_{\text {fin }}^{+}} \sigma_{F}$ and $\prod_{\mathcal{P}_{\text {fin }}^{+}} \widetilde{\sigma}_{F}$, respectively. For these and other facts about inverse limit systems of topological spaces, see [21].

Notice that the net $\left\{\widetilde{x}_{F}\right\}$, where $\widetilde{x}_{F}=(0, \ldots, 0) \in \mathbb{C}^{|F|}$ for all $F \in \mathcal{P}_{\text {fin }}^{+}$, is an element of $a(\mathcal{T})$. For clarity, we denote this element by $\left\{(0, \ldots, 0)_{F}\right\}$ to distinguish it from the singleton set $\{(0, \ldots, 0)\}$ contained in an individual $\widetilde{\sigma}_{F}$.

THEOREM 4.3. Let $a(\mathcal{W})$ and $a(\mathcal{T})$ be defined as above. Then

$$
\begin{equation*}
a(\mathcal{T})=\left\{(0, \ldots, 0)_{F}\right\} \cup a(\mathcal{W}) \tag{4.1}
\end{equation*}
$$

The open sets in $a(\mathcal{T})$ are the sets of the form $V$ and $\left\{(0, \ldots, 0)_{F}\right\} \cup V$, where $V$ is an open set in $a(\mathcal{W})$.

Proof. Let $\left\{x_{F}\right\} \in a(\mathcal{W})$. Then $x_{F} \in \sigma_{F} \subset \widetilde{\sigma}_{F}$ for all $F \in \mathcal{P}_{\text {fin }}^{+}$. If $F \subseteq G$, then $\tilde{\pi}_{F G}\left(x_{G}\right)=\pi_{F G}\left(x_{G}\right)=x_{F}$. So $\left\{x_{F}\right\} \in a(\mathcal{T})$. Also, as noted above, $\left\{(0, \ldots, 0)_{F}\right\} \in$ $a(\mathcal{T})$.

Let $\left\{\widetilde{x}_{F}\right\} \in a(\mathcal{T})$. Suppose $\widetilde{x}_{F} \neq(0, \ldots, 0)$ for all $F \in \mathcal{P}_{\text {fin }}^{+}$. Then $\widetilde{x}_{F} \in \sigma_{F}$ for all $F \in \mathcal{P}_{\text {fin }}^{+}$. Also if $F \subseteq G$, then $\pi_{F G}\left(\widetilde{x}_{G}\right)=\widetilde{\pi}_{F G}\left(\widetilde{x}_{G}\right)=\widetilde{x}_{F}$. Thus $\left\{\widetilde{x}_{F}\right\} \in$ $a(\mathcal{W})$. Now suppose there exists a set $F \in \mathcal{P}_{\text {fin }}^{+}$such that $\widetilde{x}_{F}=(0, \ldots, 0)$. For all $G \in \mathcal{P}_{\text {fin }}^{+}$, all elements of $\widetilde{\sigma}_{G}$ either have all components being zero or all non-zero components. Since $\left\{\widetilde{x}_{F}\right\} \in a(\mathcal{T})$, it follows that $\widetilde{x}_{F}=(0, \ldots, 0)$ for all $F \in \mathcal{P}_{\text {fin }}^{+}$ by the definitions of the maps $\widetilde{\pi}_{F G}$. Hence $\left\{\widetilde{x}_{F}\right\}=\left\{(0, \ldots, 0)_{F}\right\}$. Thus, we have shown (4.1).

The relationship between the open sets of the two spaces is easy to show by using the bases for the topologies on the spaces and Lemma 4.2.

COROLLARY 4.4. Let $a(\mathcal{T})$ and $a(\mathcal{W})$ be defined as above. Then the map $\widetilde{\psi}$ : $C(a(\mathcal{T})) \rightarrow C(a(\mathcal{W})) \oplus \mathbb{C}$ defined by $\widetilde{\psi}(f)=\left(\left.f\right|_{a(\mathcal{W})}, f\left(\left\{(0, \ldots, 0)_{F}\right\}\right)\right)$ is an isometric $*$-isomorphism.

Proof. Since $a(\mathcal{W})$ can be viewed as a subspace of $a(\mathcal{T})$ with the relative topology, it is clear that $\widetilde{\psi}$ is well-defined. It is simple to show that $\widetilde{\psi}$ is linear, multiplicative, $*$-preserving, and isometric. We just need to check that $\widetilde{\psi}$ maps $C(a(\mathcal{T}))$ onto $C(a(\mathcal{W})) \oplus \mathbb{C}$. If $(f, c) \in C(a(\mathcal{W})) \oplus \mathbb{C}$, then define $g: a(\mathcal{T}) \rightarrow \mathbb{C}$ by

$$
g\left(\left\{\tilde{x}_{F}\right\}\right)= \begin{cases}f\left(\left\{\widetilde{x}_{F}\right\}\right) & \text { if }\left\{\widetilde{x}_{F}\right\} \neq\left\{(0, \ldots, 0)_{F}\right\} \\ c & \text { if }\left\{\widetilde{x}_{F}\right\}=\left\{(0, \ldots, 0)_{F}\right\}\end{cases}
$$

If $V$ is an open set in $\mathbb{C}$, then $g^{-1}(V)$ is equal to either $f^{-1}(V)$ or $f^{-1}(V) \cup$ $\left\{(0, \ldots, 0)_{F}\right\}$, both of which are open sets in $a(\mathcal{T})$ since $f \in C(a(\mathcal{W}))$. Hence $g \in C(a(\mathcal{T}))$, and $\widetilde{\psi}(g)=(f, c)$. Therefore, $\widetilde{\psi}$ is surjective.

We now combine our results to prove our main theorem:
THEOREM 4.5. For $0<s<1$, let $\varphi_{s}(z)=s z+(1-s)$. Let $\mathcal{C}$ denote the commutator ideal of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$. Then there exists a $*$-homomorphism $\psi: C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) \rightarrow A P(\mathbb{R}) \oplus \mathbb{C}$ such that

$$
0 \rightarrow \mathcal{C} \hookrightarrow C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) \xrightarrow{\psi} A P(\mathbb{R}) \oplus \mathbb{C} \rightarrow 0
$$

is a short exact sequence.
Proof. Let $a(\mathcal{W})$ and $a(\mathcal{T})$ be defined as above. Since $a(\mathcal{W})$ and $a(\mathcal{T})$ are inverse limits of $\left\{\left\{\sigma_{F}\right\},\left\{\pi_{F}\right\}\right\}$ and $\left\{\left\{\widetilde{\sigma}_{F}\right\},\left\{\widetilde{\pi}_{F}\right\}\right\}$, respectively, $a(\mathcal{W})$ and $a(\mathcal{T})$ are homeomorphic to $\sigma_{\text {ap }}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)$and $\sigma_{\text {ap }}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}^{-\alpha z}}: \alpha \in \mathbb{R}^{+}\right\}\right)$, respectively. Thus, by Corollary 4.4,

$$
C\left(\sigma_{\mathrm{ap}}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}^{-\alpha z}}: \alpha \in \mathbb{R}^{+}\right\}\right)\right) \cong C\left(\sigma_{\mathrm{ap}}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)\right) \oplus \mathbb{C}
$$

Let $\mathcal{C}_{\mathcal{W}}$ and $\mathcal{C}_{\mathcal{T}}$ denote the commutator ideals of $C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right)$and $C^{*}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}^{-\alpha z}}: \alpha \in \mathbb{R}^{+}\right\}\right)$, respectively. Then, by Theorem 3.2,

$$
\begin{aligned}
C^{*}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}-\alpha z}: \alpha \in \mathbb{R}^{+}\right\}\right) / \mathcal{C}_{\mathcal{T}} & \cong C\left(\sigma_{\mathrm{ap}}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}^{-\alpha z}}: \alpha \in \mathbb{R}^{+}\right\}\right)\right) \\
& \cong\left(C^{*}\left(\left\{W_{\chi_{\alpha}}: \alpha \in \mathbb{R}^{+}\right\}\right) / \mathcal{C}_{\mathcal{W}}\right) \oplus \mathbb{C} .
\end{aligned}
$$

Applying Theorem 2.4, we obtain

$$
\mathcal{C}^{*}\left(\left\{\mathrm{e}^{-\alpha / 2} T_{\mathrm{e}^{-\alpha z}}: \alpha \in \mathbb{R}^{+}\right\}\right) / \mathcal{C}_{\mathcal{T}} \cong A P(\mathbb{R}) \oplus \mathbb{C} .
$$

Hence, by Theorem 2.1,

$$
C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) / \mathcal{C} \cong A P(\mathbb{R}) \oplus \mathbb{C} .
$$

We can explicitly describe how the $*$-homomorphism $\psi$ acts on the generators of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$. For $0<s<1, \psi\left(C_{\varphi_{s}}\right)=\left(s^{-1 / 2+i y}, 0\right)$, and $\psi(I)=(1,1)$. Using this description, we can obtain spectral information for a dense set of operators in $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$. To simplify notation in the following result, we extend the definition of $C_{\varphi_{s}}$ to include $C_{\varphi_{1}}=I$. Then every word in the generators of $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ can be written in the form

$$
\begin{equation*}
C_{\varphi_{s_{1}}} C_{\varphi_{s_{2}}}^{*} C_{\varphi_{s_{3}}} \cdots C_{\varphi_{s_{m}}}^{*} \tag{4.2}
\end{equation*}
$$

where $m$ is a positive, even integer, $s_{1}, s_{m} \in(0,1]$, and $s_{2}, s_{3}, \ldots, s_{m-1} \in(0,1)$. Note that a word of form (4.2) is the identity operator if and only if $m=2$ and $s_{1}=s_{2}=1$.

Corollary 4.6. Let $n \in \mathbb{N}$ and $c_{0}, c_{1}, \ldots, c_{n} \in \mathbb{C}$. For each $j \in\{1, \ldots, n\}$, let $m_{j}$ be a positive, even integer, and let $s_{j, 2}, s_{j, 3}, \ldots, s_{j, m_{j-1}} \in(0,1)$ and $s_{j, 1}, s_{j, m_{j}} \in(0,1]$, with either $s_{j, 1} \neq 1$ or $s_{j, m_{j}} \neq 1$ if $m_{j}=2$. Consider the operator

$$
A=c_{0} I+\sum_{j=1}^{n} c_{j} C_{\varphi_{s_{j, 1}}} C_{\varphi_{s_{j, 2}}}^{*} C_{\varphi_{s_{j}, 3}} \cdots C_{\varphi_{s_{j, m_{j}}}}^{*} \in C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right) .
$$

Then

$$
\left\{c_{0}\right\} \cup\left\{c_{0}+\sum_{j=1}^{n} c_{j} s_{j, 1}^{-1 / 2+\mathrm{i} y} s_{j, 2}^{\left.-1 / 2-\mathrm{i} y_{s_{j, 3}}^{-1 / 2+\mathrm{i} y} \cdots s_{j, m_{j}}^{-1 / 2-\mathrm{i} y}: y \in \mathbb{R}\right\} \subseteq \sigma(A) . . . . . .}\right.
$$

5. IS $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ IRREDUCIBLE?

In this section, we consider the $C^{*}$-algebra $C^{*}\left(\left\{\widetilde{S}_{s^{z} /(1-z)}: 0<s<1\right\}\right)$ of operators on $H^{2}(\widetilde{\mu})$, which is unitarily equivalent to $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$. The main reason for using this setting is that $\widetilde{\mu}$ is a compactly supported measure on $\mathbb{C}$, which allows us to take advantage of some known facts about subnormal operators. We begin by recalling these facts.

Let $v$ be a compactly supported measure on $\mathbb{C}$. Let $P^{2}(v)$ denote the closure of the polynomials in $L^{2}(v)$. We define the operator $S_{v}: P^{2}(v) \rightarrow P^{2}(v)$ by
$\left(S_{v} f\right)(z)=z f(z)$ for all $f \in P^{2}(v)$. Note that $S_{v}$ is a subnormal operator. Let $\left\{S_{v}\right\}^{\prime}$ denote the commutant of $S_{v}$. Then a corollary to a theorem of T. Yoshino [35] states:

THEOREM 5.1. Let $v$ be a compactly supported measure on $\mathbb{C}$. Then

$$
\left\{S_{v}\right\}^{\prime}=\left\{\left.M_{\psi}\right|_{P^{2}(v)}: \psi \in P^{2}(v) \cap L^{\infty}(v)\right\}
$$

where $M_{\psi}$ denotes the multiplication operator $M_{\psi} f=\psi f$ on $L^{2}(\mathbb{C}, v)$.
This corollary and other facts about $P^{2}(v)$ and $S_{v}$ can be found in [11]. For our investigations, we will take $v=\widetilde{\mu}$. Note that $P^{2}(\widetilde{\mu})=H^{2}(\widetilde{\mu})$ [30], and, for any $\psi \in P^{2}(\widetilde{\mu}) \cap L^{\infty}(\widetilde{\mu}),\left.M_{\psi}\right|_{P^{2}(\widetilde{\mu})}=\widetilde{T}_{\psi}$. Moreover, $S_{\widetilde{\mu}}=\widetilde{T}_{z}$.

Before we address the question of irreducibility, we establish a lemma about functions in $H^{2}(\widetilde{\mu})$ that will play a key role in our arguments.

Lemma 5.2. If $f \in H^{2}(\widetilde{\mu})$, then $P_{\tilde{\mu}} \bar{f}$ is a constant function.
Proof. First, let $0<a, b \leqslant 1$. Since $U_{1} U_{2}^{*}$ is a unitary operator from $H^{2}(\widetilde{\mu})$ onto $\mathcal{N}$ with $U_{1} U_{2}^{*}(a b)^{z /(1-z)}=(a b)^{z}$ and $1=K_{0} \in \mathcal{N}$, we have that

$$
\begin{align*}
\left\langle a^{z /(1-z)}, P_{\widetilde{\mu}} \overline{b^{z /(1-z)}}\right\rangle_{H^{2}(\widetilde{\mu})} & =\left\langle a^{z /(1-z)}, \overline{b^{z /(1-z)}}\right\rangle_{L^{2}(\widetilde{\mu})}=\left\langle(a b)^{z /(1-z)}, 1\right\rangle_{H^{2}(\widetilde{\mu})} \\
& =\left\langle(a b)^{z}, 1\right\rangle_{\mathcal{N}}=(a b)^{0}=1 . \tag{5.1}
\end{align*}
$$

Thus,

$$
\left\langle a^{z /(1-z)}, P_{\widetilde{\mu}} \overline{b^{z /(1-z)}}-1\right\rangle_{H^{2}(\widetilde{\mu})}=\left\langle a^{z /(1-z)}, P_{\widetilde{\mu}} \overline{b^{z /(1-z)}}-P_{\widetilde{\mu}^{1}} \overline{z /(1-z)}\right\rangle_{H^{2}(\widetilde{\mu})}=0 .
$$

Since $0<a \leqslant 1$ was arbitrary and the linear span of $\left\{a^{z /(1-z)}: 0<a \leqslant 1\right\}$ is dense in $H^{2}(\widetilde{\mu}), P_{\widetilde{\mu}} \overline{b^{z /(1-z)}}=1$.

Let $f \in H^{2}(\widetilde{\mu})$. Then there is a sequence of the form $\left\{\sum_{j=1}^{N_{n}} c_{n, j} b_{n, j}^{z /(1-z)}\right\}_{n=1}^{\infty}$ that converges to $f$ in $L^{2}(\widetilde{\mu})$. Here, each $c_{n, j} \in \mathbb{C}$, and each $b_{n, j} \in(0,1]$.

Set $\gamma:=\langle f, 1\rangle_{H^{2}(\widetilde{\mu})}$, and let $\varepsilon>0$ be given. Then there exists $M>0$ such that if $n>M$, then $\left\|\sum_{j=1}^{N_{n}} c_{n, j} b_{n, j}^{z /(1-z)}-f\right\|_{L^{2}(\widetilde{\mu})}<\frac{\varepsilon}{2}$. Thus, for $n>M$,
by (5.1) and the fact that $\widetilde{\mu}(\overline{\mathbb{D}})=1$. Also, for $n>M$,

$$
\left\|P_{\widetilde{\mu}} \bar{f}-\sum_{j=1}^{N_{n}} \bar{c}_{n, j}\right\|_{H^{2}(\widetilde{\mu})}=\left\|P_{\widetilde{\mu}} \bar{f}-P_{\widetilde{\mu}}^{\overline{N_{n}} \sum_{j=1} c_{n, j} b_{n, j}^{z /(1-z)}}\right\|_{H^{2}(\widetilde{\mu})} \leqslant\left\|f-\sum_{j=1}^{N_{n}} c_{n, j} b_{n, j}^{z /(1-z)}\right\|_{L^{2}(\widetilde{\mu})}<\frac{\varepsilon}{2}
$$

Hence $\left\|P_{\widetilde{\mu}} \bar{f}-\bar{\gamma}\right\|_{H^{2}(\widetilde{\mu})}<\varepsilon$. Since $\varepsilon$ was arbitrary, $\left(P_{\widetilde{\mu}} \bar{f}\right)(z)=\bar{\gamma} \widetilde{\mu}$-almost everywhere.

We now return to the question of whether $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ is irreducible. We will show that the $C^{*}$-algebra is irreducible by showing that the commutant of $C^{*}\left(\left\{\widetilde{T}_{s^{z /(1-z)}}: 0<s<1\right\}\right)$ consists of only scalar multiples of the identity operator $I$ on $H^{2}(\widetilde{\mu})$.

Theorem 5.3. The $C^{*}$-algebra $C^{*}\left(\left\{C_{\varphi_{s}}: 0<s<1\right\}\right)$ is irreducible.
Proof. For any $f, g \in H^{2}(\widetilde{\mu})$, we calculate

$$
\begin{align*}
\int_{0}^{1}\left\langle\widetilde{T}_{s^{z /(1-z)}} f, g\right\rangle_{H^{2}(\widetilde{\mu})} \mathrm{d} s & =\int_{0}^{1} \int_{\overline{\mathbb{D}}} s^{z /(1-z)} f(z) \overline{g(z)} \mathrm{d} \widetilde{\mu}(z) \mathrm{d} s \\
& =\int_{0}^{\infty} \int_{\overline{\mathbb{D}} \backslash\{1\}} \mathrm{e}^{-t} \mathrm{e}^{-t(z /(1-z))} f(z) \overline{g(z)} \mathrm{d} \widetilde{\mu}(z) \mathrm{d} t  \tag{5.2}\\
& =\int_{\overline{\mathbb{D}} \backslash\{1\}} \int_{0}^{\infty} \mathrm{e}^{-t /(1-z)} f(z) \overline{g(z)} \mathrm{d} t \mathrm{~d} \widetilde{\mu}(z)  \tag{5.3}\\
& =\int_{\overline{\mathbb{D}}}(1-z) f(z) \overline{g(z)} \mathrm{d} \widetilde{\mu}(z)=\left\langle\widetilde{T}_{1-z} f, g\right\rangle_{H^{2}(\widetilde{\mu})},
\end{align*}
$$

where (5.2) is obtained via the change of variables $s=\mathrm{e}^{-t}$ and an application of the fact that $\widetilde{\mu}(\{1\})=0$. The use of Fubini's theorem in (5.3) can be justified by the fact that $\left|\mathrm{e}^{-t /(1-z)}\right| \leqslant \mathrm{e}^{-t / 2}$ for all $t \geqslant 0$ and $z \in \overline{\mathbb{D}} \backslash\{1\}$.

Suppose that $A$ is in the commutant of $C^{*}\left(\left\{\widetilde{T}_{s^{z /(1-z)}}: 0<s<1\right\}\right)$. Since $A$ commutes with $\widetilde{T}_{s^{z /(1-z)}}$ for all $0<s<1$, then, for all $f, g \in H^{2}(\widetilde{\mu})$,

$$
\begin{aligned}
\left\langle A \widetilde{T}_{1-z} f, g\right\rangle_{H^{2}(\widetilde{\mu})} & =\left\langle\widetilde{T}_{1-z} f, A^{*} g\right\rangle_{H^{2}(\widetilde{\mu})}=\int_{0}^{1}\left\langle\widetilde{T}_{s^{z /(1-z)}} f, A^{*} g\right\rangle_{H^{2}(\widetilde{\mu})} \mathrm{d} s \\
& =\int_{0}^{1}\left\langle\widetilde{T}_{s^{z /(1-z)}} A f, g\right\rangle_{H^{2}(\widetilde{\mu})} \mathrm{d} s=\left\langle\widetilde{T}_{1-z} A f, g\right\rangle_{H^{2}(\widetilde{\mu})} .
\end{aligned}
$$

Thus, $A$ commutes with $\widetilde{T}_{1-z}$ and hence $\widetilde{T}_{z}$. Since $A$ must also commute with $\widetilde{T}_{s^{z /(1-z)}}^{*}$ for all $0<s<1, A^{*}$ also commutes with $\widetilde{T}_{z}$.

Then, by Theorem 5.1, there exists $\psi, \rho \in H^{2}(\widetilde{\mu}) \cap L^{\infty}(\widetilde{\mu})$ such that $A=\widetilde{T}_{\psi}$ and $A^{*}=\widetilde{T}_{\rho}$. Since $\widetilde{T}_{\rho}^{*}=\widetilde{T}_{\bar{\rho}}$, we have that $\widetilde{T}_{\psi}=\widetilde{T}_{\bar{\rho}}$ and

$$
\left\|\psi-P_{\tilde{\mu}} \bar{\rho}\right\|_{H^{2}(\widetilde{\mu})}=\left\|\left(\widetilde{T}_{\psi}-\widetilde{T}_{\bar{\rho}}\right) 1\right\|_{H^{2}(\widetilde{\mu})}=0 .
$$

But, by Lemma 5.2, there exists $\gamma \in \mathbb{C}$ such that $\left(P_{\tilde{\mu}} \bar{\rho}\right)(z)=\gamma \tilde{\mu}$-almost everywhere. Therefore, $\psi(z)=\gamma \widetilde{\mu}$-almost everywhere, and $A=\widetilde{T}_{\psi}=\gamma I$.
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