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1. INTRODUCTION

In this paper we study the bitangential interpolation problem for the class of
contractive valued functions in the polydisk introduced by J. Agler in [2]. This
class, which we denote by Sp×q

d and call the Schur class of the polydisk, consists
of all Cp×q-valued functions S analytic on the d-fold polydisk Dd:

Dd =
{
z = (z1, . . . , zd) ∈ Cd : |zk| < 1

}
and such that

sup
r<1

‖S(rT1, . . . , rTd)‖ 6 1

for any r < 1 and for any d-tuple of commuting contractions (T1, . . . , Td). In the
latter relation S(rT1, . . . , rTd) can be defined by the Cauchy integral formula

S(rT1, . . . , rTd) =
1

(2πri)d

∫
rTd

S(z)(z1I − T1)−1 · · · (zdI − Td)−1 dz1 · · · dzd.
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It was shown in [7] (see [1] for the one-sided case) that S belongs to Sp×q
d if and

only if there exist d analytic operator-valued functions H1
k(z) on Dd with values

equal to operators from an auxiliary Hilbert space Mk into Cp and d analytic
operator-valued functions H2

k(z) on Dd (k = 1, . . . , d) with values in L(Mk; Cq)
so that

(1.1)

(
Ip − S(z)S(ω)∗ S(z)− S(ω̄)
S(z̄)∗ − S(ω)∗ Iq − S(z̄)∗S(ω̄)

)
=

d∑
k=1

(
(1− zkω̄k)H1

k(z)H1
k(ω)∗ (zk − ω̄k)H1

k(z)H2
k(ω)∗

(zk − ω̄k)H2
k(z)H1

k(ω)∗ (1− zkω̄k)H2
k(z)H2

k(ω)∗

)

=
d∑

k=1

(
1− zkω̄k zk − ω̄k

zk − ω̄k 1− zkω̄k

)
◦
(

H1
k(z)

H2
k(z)

)
(H1

k(ω)∗,H2
k(ω)∗)

where ◦ denotes the Schur entrywise matrix multiplication. The following alterna-
tive characterization of the class Sp×q

d in terms of unitary d-variable colligations
is given in [2] and [7].

Theorem 1.1. The Cp×q-valued function S analytic in Dd belongs to Sp×q
d

if and only if there is an auxiliary Hilbert space H and a unitary operator

U =
(

A B
C D

)
:
(
H
Cq

)
−→

(
H
Cp

)
and a d-fold orthogonal decomposition of H
(1.2) H = H1 ⊕ · · · ⊕ Hd

such that

(1.3) S(z) = D + C(IH − Z(z)A)−1Z(z)B

where

(1.4) Z = z1P1 + · · ·+ zdPd

and where Pk are orthogonal projections of H onto Hk. For S of the form (1.3) it
holds that(

Ip − S(z)S(ω)∗ S(z)− S(ω̄)
S(z̄)∗ − S(ω)∗ Iq − S(z̄)∗S(ω̄)

)
=
(

C(I − Z(z)A)−1

B∗(I − Z(z)A∗)−1

)

◦
(

I − Z(z)Z(ω)∗ Z(z)− Z(ω)∗
Z(z)− Z(ω)∗ I − Z(z)Z(ω)∗

)
◦((I −A∗Z(ω)∗)−1C∗, (I −AZ(ω)∗)−1B),

or equivalently, that

Ip−S(z)S(ω)∗ = C(I − Z(z)A)−1(I − Z(z)Z(ω)∗)(I −A∗Z(ω)∗)−1C∗(1.5)

S(z)−S(ω̄) = C(I − Z(z)A)−1(Z(z)− Z(ω)∗)(I −AZ(ω)∗)−1B(1.6)
Iq−S(z̄)∗S(ω̄) = B∗(I − Z(z)A∗)−1(I − Z(z)Z(ω)∗)(I −AZ(ω)∗)−1B(1.7)

and therefore, the representation (1.1) is valid for

(1.8) H1
k(z) = C(I − Z(z)A)−1Pk and H2

k(z) = B∗(I − Z(z)A∗)−1Pk.
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The representation (1.3) is called the unitary realization of S ∈ Sp×q
d .

We consider a bitangential interpolation problem in the class Sp×q
d with in-

terpolation conditions given in terms of contour integrals. For the one-variable
case such a problem (which is called the residue problem) was introduced in [10]
and studied for one-variable Schur functions in [4], [5], [6].

The set of interpolation points (the spectra of the interpolation problem) will
be given by two sets

(1.9) A = {A1, . . . , Ad} and B = {B1, . . . , Bd}, Ak ∈ CnL×nL , Bk ∈ CnR×nR

of commuting matrices with spectra inside the unit disk,

(1.10)
AjAk = AkAj , BjBk = BkBj ;

spec Ak ⊂ D, spec Bk ⊂ D
(k, j = 1, . . . , d).

Let Hp×q(Dd) denote the space of all Cp×q-valued functions holomorphic on Dd.
We associate with the set A the Riesz operator RA : HnR(Dd) → CnL×m and
RB : HnR(Dd) → CnR defined by the rule

(1.11)

RAH =
1

(2πi)d

∫
rTd

(z1I −A1)−1 · · · (zdI −Ad)−1H(z) dz1 · · · dzd,

RBG =
1

(2πi)d

∫
rTd

(z1I −B1)−1 · · · (zdI −Bd)−1G(z) dz1 · · · dzd,

where r < 1 is any number greater than the spectral radius of any matrix Aj . We
shall also make frequent use of the operator

(1.12) ΓA,B{F (z)G(ω)∗} := RA(F (z))(RB(G(ω)))∗

defined on HnL×m(Dd)×HnR×m(Dd).
We are given two sets A,B of commuting matrices Aj , Bj satisfying (1.10),

d matrices Λ1, . . . ,Λd ∈ C(nL+nR)×(nL+nR) partitioned by

(1.13) Λk =
(

ΛL
k ΛLR

k

(ΛLR
k )∗ ΛR

k

)
, ΛR

k ∈ CnR×nR , ΛL
k ∈ CnL×nL , ΛLR

k ∈ CnL×nR

and matrices XL ∈ CnL×p, YL ∈ CnL×q, YR ∈ CnR×q, XR ∈ CnR×p. Given this
data set

(1.14) D = {A,B,Λ1, . . . ,Λd, XL, YL, XR, YR},
the associated bitangential interpolation problem is

Problem 1.2. Find all functions S ∈ Sp×q
d satisfying the interpolation con-

ditions

RA(XLS(z)) = YL(1.15)
RB(YRS(z̄)∗) = XR(1.16)

(where RA and RB are the operators defined via (1.11)) and such that for some
choice of associated functions H1

k(z) and H2
k(z) in the representation (1.1), it holds

that

(1.17)
(

RA(XLH1
k(z))

RB(YRH2
k(z))

)
((RA(XLH1

k(z)))∗, (RB(YRH2
k(z)))∗) = Λk
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for k = 1, . . . , d.

Using the operator Γ defined by (1.12) and the block decompositions (1.13)
of Λk one can rewrite (1.17) as

ΓA,A{XLH1
k(z)H1

k(ω)∗X∗
L} = ΛL

k(1.18)

ΓA,B{XLH1
k(z)H2

k(ω)∗Y ∗
R} = ΛLR

k(1.19)

ΓB,B{YRH2
k(z)H2

k(ω)∗Y ∗
R} = ΛR

k .(1.20)

In [3], the problem with the interpolation condition (1.15) was studied for matrix-
valued functions with entries from the Hardy space H2(D2) of the bidisk. In fact,
a more general problem was considered in the framework of Hardy functions of
two variables when the matrices A1 and A2 defining the spectra of interpolation,
are not commuting. Nevertheless, the approach presented in [3] does not seem to
extend to problems in more than two variables.

Example 1.3. (The two-sided Nevanlinna-Pick problem) Take n+m points
in the polydisk z(j) = (z(j)

1 , . . . , z
(j)
d ) ∈ Dd and ω(i) = (ω(i)

1 , . . . , ω
(i)
d ) ∈ Dd and

matrices
xj ∈ C`j×p, yj ∈ C`j×q, ui ∈ Cri×q, vi ∈ Cri×p

(j = 1, . . . , n; i = 1, . . . ,m) and set

XL =

 x1
...

xn

 , YL =

 y1
...

yn

 , YR =

 u1
...

um

 , XR =

 v1
...

vm



Ak =

 z
(1)
k I`1

. . .
z
(n)
k I`n

 , Bk =

 ω̄
(1)
k Ir1

. . .
ω̄

(n)
k Irn


(k = 1, . . . , d). For such a choice of commuting matrices Ak, of commuting matrices
Bk and of matrices XL, YR, it holds for every function S ∈ Sp×q

d that

RA(XLS(z)) =

 x1S(z(1))
...

xnS(z(n))

 , RB(YRS(z̄)∗) =

 u1S(ω(1))∗
...

umS(ω(m))∗


and thus, conditions (1.15) and (1.16) reduce respectively, to left-sided and right-
sided Nevanlinna-Pick conditions

(1.21) xkS(z(k)) = yk and S(ω(j))u∗j = v∗j (k = 1, . . . , n; j = 1, . . . ,m).

Similarly,

RA(XLH1
k(z)) =

 x1H
1
k(z(1))
...

xnH1
k(z(n))

 , RB(YRH2
k(z)) =

 u1H
2
k(ω(1))
...

umH2
k(ω(m))


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and conditions (1.17) reduce to x1H
1
k(z(1))
...

xnH1
k(z(n))

 (H1
k(z(1))∗x∗1, . . . ,H

1
k(z(n))∗x∗n) = ΛL

k

 x1H
1
k(z(1))
...

xnH1
k(z(n))

 (H2
k(ω(1))∗u∗1, . . . ,H

2
k(ω(m))∗u∗m) = ΛLR

k

 u1H
2
k(ω(1))
...

umHk(ω(n))

 (H2
k(ω(1))∗u∗1, . . . ,H

2
k(ω(m))∗u∗m) = ΛR

k (k = 1, . . . , d).

Such a problem was considered in [7] for the case where the z(k)’s are disjoint from
the ω(j)’s and the second type of interpolation condition (1.17) does not enter in.

Setting Ak to be general matrices (say, in Jordan form) one can deduce from
(1.15) and (1.16) more general conditions than (1.21) involving partial derivatives
of S of higher orders at different prescribed points in the polydisk Dd.

In [7] a solution criterion and linear fractional parametrization for the set of
all solutions of the problem with data set as in Example 1.3 was given (for the
case where the z(k)’s and w(j)’s are distinct so no coupling interpolation conditions
enter in). The main point of this paper is to recover these results for the more
general Problem 1.2. The proof of the first part (existence criterion) follows the
same idea as in [7]: solutions of the interpolation problem correspond to unitary
colligation extensions of a partially defined isometric colligation constructed ex-
plicitly from the interpolation data. The parametrization of the set of all solutions
follows an idea introduced by Arov and Grossman for the 1-variable case (see [9]).
The block matrix function giving the linear fractional parametrization arises from
a certain universal unitary colligation extension of the partially defined isometric
colligation built from the interpolation data mentioned above. In [7] the verifica-
tion of the parametrization was worked out via use of general principles of feedback
connections of linear systems. Here we obtain a formula for the universal unitary
colligation extension much more explicit than in [7], and verify the parametriza-
tion result via explicit computations using this formula rather than via general
principles.

The paper [9] actually deals with a more abstract formulation (the Ab-
stract Interpolation Problem or AIP) of the interpolation problem which is flexible
enough to incorporate various more exotic types of interpolation. We plan to dis-
cuss a several variable version of the AIP in future work.

The paper is organized as follows. After the present Introduction, Sec-
tion 2 derives the solvability condition, Section 3 introduces the partially de-
fined d-variable isometric colligation associated with the interpolation data and
an explicit formula for the universal unitary colligation extension required for the
parametrization of the set of solutions, Section 4 obtains explicit formulas for the
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characteristic function of this universal unitary colligation extension, which gener-
alize results for the one variable case obtained in [8], and finally, Section 5 verifies
the linear fractional parametrization for the set of all solutions.

2. THE SOLVABILITY CRITERION

In this section we establish the solvability criterion of Problem 1.2. First we note
some elementary properties of operators R and Γ.

Lemma 2.1. Let A and B be collections of matrices as in (1.9), (1.10) and
let R and Γ be operators defined via (1.11) and (1.12), respectively. Then

(i) For every constant matrix function W ∈ CnL×nR ,

(2.1) RA(W ) = ΓA,B{W} = W.

(ii) For every function F ∈ HnL×m(Dd),

(2.2) RA((zkInL
−Ak)F (z)) = 0 (k = 1, . . . , d).

(iii) For every choice of F ∈ HnL×m(Dd) and of G ∈ Hm×`(Dd),

(2.3) RA(F (z)G(z)) = RA(F̂G(z))

where the (constant) matrix F̂ ∈ CnL×m is defined by

F̂ = RA(F (z)).

The first assertion of lemma follows from the spectral condition (1.10). Since
A1, . . . , Ad are commuting matrices, it follows from (1.11) that the integrand in
the right hand side of (2.2) is analytic with respect to zk. Therefore, the integral
which defines RA is equal to zero. The third assertion can be easily obtained by
the residue calculus.

As a consequence of (2.2) we get

(2.4) RA(zkF (z)) = AkRA(F (z)) (k = 1, . . . , d)

and quite similarly,

(2.5) RB(zkG(z)) = BkRB(G(z)) (k = 1, . . . , d).

Therefore,

(2.6) ΓA,B{zkω̄jF (z)G(ω)∗} = AkΓA,B{F (z)G(ω)∗}B∗
j .

Theorem 2.2. Problem 1.2 has a solution if and only if the matrices Λk are
nonnegative

(2.7) Λk > 0 (k = 1, . . . , d)

and satisfy the generalized Stein identity

(2.8)
d∑

k=1

(MkΛkM∗
k −NkΛkN∗

k ) = XX∗ − Y Y ∗
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where

(2.9) Mk =
(

InL
0

0 Bk

)
, Nk =

(
Ak 0
0 InR

)
, X =

(
XL

XR

)
, Y =

(
YL

YR

)
.

Proof. Here we check the necessity of conditions (2.7), (2.8). The proof of
the sufficiency part is postponed up to Section 4 where it will be obtained as a
consequence of stronger results. Let S be a solution of Problem 1.2, that is let
relations (1.1), (1.15)-(1.17) be in force. The expression in the left hand side of
(1.17) is necessarily nonnegative which gives (2.7). Substituting the partitionings
(1.13) and (2.9) into (2.8) we conclude that (2.8) is equivalent to the following
three equalities

d∑
k=1

(ΛL
k −AkΛL

k A∗k) = XLX∗
L − YLY ∗

L(2.10)

d∑
k=1

(ΛLR
k B∗

k −AkΛLR
k ) = XLX∗

R − YLY ∗
R(2.11)

d∑
k=1

(ΛR
k −BkΛR

k B∗
k) = YRY ∗

R −XRX∗
R.(2.12)

Applying (2.6) to F (z) = G(z) = XLH1
k(z) and using (1.18) we get

ΓA,A{zkω̄kXLH1
k(z)H1

k(ω)∗X∗
L} = AkΓA,A{XLH1

k(z)H1
k(ω)∗X∗

L}A∗k
= AkΛL

k A∗k.(2.13)

Summing up equalities (1.18) and (2.13) for all k and subtracting the second sum
from the first one, we obtain

(2.14) ΓA,A

{
XL

d∑
k=1

(1− zkω̄k)H1
k(z)H1

k(ω)∗X∗
L

}
=

d∑
k=1

(ΛL
k −AkΛL

k A∗k).

On the other hand the interpolation condition (1.15) implies

(2.15)
ΓA,A

{
XL(Ip − S(z)S(ω)∗)X∗

L

}
= ΓA,A

{
XLX∗

L

}
−RA(XLS(z))(RA(XLS(ω)))∗ = XLX∗

L − YLY ∗
L .

By (1.1), the expressions in the left hand sides of (2.14) and (2.15) are equal. The
equality of the right hand side expressions leads to (2.10).

In much the same way, applying (2.6) to F (z) = G(z) = YRH2
k(z) and using

(1.20) and (1.16) we get (2.12). Finally, in view of (1.19),

ΓA,B{(zk − ω̄k)XLH1
k(z)H2

k(ω)∗X∗
R}

= AkΓA,B{XLH1
k(z)H2

k(ω)∗X∗
R} − ΓA,B{XLH1

k(z)H2
k(ω)∗X∗

R}B∗
k

= AkΛLR
k − ΛLR

k B∗
k

which being summed up over all k = 1, . . . , d, gives

(2.16) ΓA,B

{
XL

d∑
k=1

(zk − ω̄k)H1
k(z)H2

k(ω)∗X∗
R

}
=

d∑
k=1

(AkΛLR
k − ΛLR

k B∗
k).
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On the other hand the interpolation conditions (1.15) and (1.16) imply

(2.17)
ΓA,B{XL(S(z)− S(ω̄))Y ∗

R} = RA(XLS(z))Y ∗
R −XLRB(YRS(ω̄)∗)∗

= YLY ∗
R −XLX∗

R.

By (1.1), the expressions in the left hand sides of (2.16) and (2.17) are equal. The
equality of the right hand side expressions leads to (2.11). Thus, the equalities
(2.10)–(2.12) hold and therefore (2.8) is in force.

Note that conditions (2.7), (2.8) for the Nevanlinna-Pick interpolation prob-
lem were first obtained in [1].

3. THE UNIVERSAL UNITARY COLLIGATION

ASSOCIATED WITH THE INTERPOLATION PROBLEM

We recall that a d-variable colligation is defined as a quadruple

Ω =
{
H =

d⊕
k=1

Hk,F ,G,U
}

consisting of three Hilbert spaces H (the state space) which is specified to have
a fixed d-fold orthogonal decomposition, F (the input space) and G (the output
space), together with a connecting operator

(3.1) U =
(

A B
C D

)
:
(
H
F

)
→
(
H
G

)
.

The colligation is said to be unitary if the connecting operator U is unitary. A
colligation

Ω̃ =
{
H̃ =

d⊕
k=1

H̃k,F ,G, Ũ
}

is said to be unitarily equivalent to the colligation Ω if there is a unitary operator
α : H → H̃ such that

αPk = P̃kα (k = 1, . . . , d) and
(

α 0
0 IG

)
U = Ũ

(
α 0
0 IF

)
where Pk and P̃k are orthogonal projections from H onto Hk and from H̃ onto
H̃k, respectively. The characteristic function of the colligation Ω is defined as

(3.2) SΩ(z) = D + CZ(z)(IH −AZ(z))−1B,

where Z is defined as in (3.26). Thus, Theorem 1.1 claims that a Cp×q-valued func-
tion S analytic in Dd belongs to the class Sp×q

d if and only if it is the characteristic
function of some d-variable unitary colligation

(3.3) Ω =
{
H =

d⊕
k=1

Hk, Cq, Cp,

(
A B
C D

)}
.
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Remark 3.1. Unitary equivalent colligations have the same characteristic
function.

In this section we associate certain finite dimensional (i.e. with finite di-
mensional state space, input space and output space) unitary colligation to Prob-
lem 1.2. It turns out that the characteristic function of this colligation (which is
rational, according to (3.2)) is the transfer function of the Redheffer transform
describing all solutions of Problem 1.2. We assume that necessary conditions (2.7)
and (2.8) for Problem 1.2 to have a solution, are in force. Let Mk, Nk, X and Y
be the matrices defined by (2.9) and let

(3.4) W1 = (M1Λ
1/2
1 , . . . ,MdΛ

1/2
d ) and W2 = (N1Λ

1/2
1 , . . . , NdΛ

1/2
d ).

The identity (2.8) provides the linear map

(3.5) V :
(

W ∗
1

Y ∗

)
f −→

(
W ∗

2
X∗

)
f

to be an isometry from

DV = Ran
(

W ∗
1

Y ∗

)
⊂ Cnd+q onto Ran

(
W ∗

2
X∗

)
⊂ Cnd+p

(here and in what follows we set n := nL+nR). The verification is straightforward:
for every choice of f, g ∈ Cn,〈(

W ∗
1

Y ∗

)
f,

(
W ∗

1
Y ∗

)
g

〉
−
〈(

W ∗
2

X∗

)
f,

(
W ∗

2
X∗

)
g

〉
= g∗

( d∑
k=1

MkΛkM∗
k + Y Y ∗

)
f − g∗

( d∑
k=1

NkΛkN∗
k + XX∗

)
f = 0.

Let ∆(z) be the Cn×n-valued function defined by

(3.6) ∆(z) =
d∑

k=1

MkΛk(M∗
k − zkN∗

k ) + Y Y ∗.

Another representation of ∆,

(3.7) ∆(z) =
d∑

k=1

(Nk − zkMk)ΛkN∗
k + XX∗,

follows from (2.8) and (3.6). Note that ∆ takes the nonnegative value at the origin,

(3.8) ∆(0) =
d∑

k=1

MkΛkM∗
k + Y Y ∗ =

d∑
k=1

NkΛkN∗
k + XX∗,

which on account of (3.4) can be written as

(3.9) ∆(0) = W1W
∗
1 + Y Y ∗ = W2W

∗
2 + XX∗.

Let rank∆(0) = r 6 n and let Q ∈ Cn×r be a matrix such that

(3.10) rankQ∗∆(0)Q = rank∆(0) = r.
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The latter relation implies in particular, that Q∗∆(0)Q > 0, which allows to define
the pseudoinverse matrix ∆(0)[−1] as

(3.11) ∆(0)[−1] = Q(Q∗∆(0)Q)−1Q∗.

Note that (3.11) determines the Moore-Penrose pseudoinverse ([11]) if the columns
of Q span the range Ran∆(0) of ∆(0).

Since V is an isometry, it follows from (3.9) that

(3.12) dimDV = dimRV = rank(W1, Y ) = rank(W2, Y ) = r.

Introducing the orthogonal complements

D⊥V = Cnd+q 	DV and R⊥V = Cnd+p 	RV

we obtain as a corollary of (3.12) that

(3.13) q′ := dimD⊥V = nd + q − r and p′ := dimR⊥V = nd + p− r.

Remark 3.2. The orthogonal projection PD⊥
V

of Cnd+q onto D⊥V is given by
the formula

(3.14) PD⊥
V

= Ind+q −
(

W ∗
1

Y ∗

)
∆(0)[−1](W1, Y )

whereas the orthogonal projection PR⊥
V

of Cnd+p onto R⊥V is given by the formula

(3.15) PR⊥
V

= Ind+p −
(

W ∗
2

X∗

)
∆(0)[−1](W2, X).

We let T1 ∈ C(nd+q)×q′ and T2 ∈ C(nd+p)×p′ be isometric matrices whose
columns span D⊥V and R⊥V respectively. Then the projections PD⊥

V
and PR⊥

V
can

be represented as

(3.16) PD⊥
V

= T1T
∗
1 , PR⊥

V
= T2T

∗
2 .

On the other hand, the following equalities

(3.17) T ∗1 T1 = Iq′ , T ∗2 T2 = Ip′ , (W1, Y )T1 = 0, (W2, X)T2 = 0

hold by construction.

Lemma 3.3. The operator

(3.18) U0 =

(
U11 U12 U13

U21 U22 U23

U31 U32 0

)
:

(Cnd

Cq

Cp′

)
−→

(Cnd

Cp

Cq′

)
with entries specified by the rules(

U11 U12

U21 U22

)
=
(

W ∗
2

X∗

)
∆(0)[−1](W1, Y )(3.19)

(U31, U32) = T ∗1 ,

(
U13

U23

)
= T2(3.20)

is a unitary extension of the isometry V defined by (3.5).
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Proof. It follows from (3.9), (3.19) that(
U11 U12

U21 U22

)(
U11 U12

U21 U22

)∗
=
(

W ∗
2

X∗

)
∆(0)[−1](W2, X)(

U11 U12

U21 U22

)∗(
U11 U12

U21 U22

)
=
(

W ∗
1

Y ∗

)
∆(0)[−1](W1, Y )

which together with (3.14)–(3.16) and (3.20) imply(
U11 U12

U21 U22

)(
U11 U12

U21 U22

)∗
+
(

U13

U23

)
(U∗

13, U
∗
23) = Ind+q(

U11 U12

U21 U22

)∗(
U11 U12

U21 U22

)
+
(

U∗
31

U∗
32

)
(U31, U32) = Ind+p.

It follows immediately from the two latter equalities and (3.17) that U0 is unitary.
To show that U0 is an extension of V , it suffices to check that

(3.21)
(

U11 U12

U21 U22

)(
W ∗

1
Y ∗

)
x =

(
W ∗

2
X∗

)
x (∀x ∈ Cn).

Let Q ∈ Cn×r be a matrix satisfying (3.10). Then every vector x ∈ Cn can be
represented as

(3.22) x = Qf + g for f ∈ Cr and g ∈ Ker ∆(0).

By (3.9),

(3.23) W ∗
1 g = 0, W ∗

2 g = 0 and X∗g = 0 (∀g ∈ Ker ∆(0)).

Substituting (3.19) and (3.22) into the right hand side of (3.21) and taking into
account (3.11) and (3.23) we get(

U11 U12

U21 U22

)(
W ∗

1
Y ∗

)
x =

(
W ∗

2
X∗

)
∆(0)[−1](W1W

∗
1 + Y Y ∗)x

=
(

W ∗
2

X∗

)
Q(Q∗∆(0)Q)−1Q∗∆(0)(Qf + g)

=
(

W ∗
2

X∗

)
Qf =

(
W ∗

2
X∗

)
(Qf + g) =

(
W ∗

2
X∗

)
x

and the lemma follows.

The unitary operator U0 specified by (3.18)–(3.20) is the connecting operator
of the finite dimensional unitary colligation

(3.24) Ω0 =
{

Cnd =
d⊕

k=1

Cn,

(
Cq

Cp′

)
,

(
Cp

Cq′

)
,U0

}
.

According to (3.2), the characteristic function of this colligation is given by

(3.25)
Σ(z) =

(
Σ11(z) Σ12(z)
Σ21(z) Σ22(z)

)
=
(

U22 U23

U32 0

)
+
(

U21

U31

)
(I − Z(z)U11)−1Z(z)(U12, U13)
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where

(3.26) Z(z) =

 z1In

. . .
zdIn

 .

The formula (3.25) presents a unitary realization of the function
Σ ∈ S(nd+q+p−r)×(nd+q+p−r)

d . By Theorem 1.1,

I−Σ(z)Σ(ω)∗=
(

U21

U31

)
(I−Z(z)U11)−1(I − Z(z)Z(ω)∗)(I−U∗

11Z(ω)∗)−1(U∗
21, U

∗
31)

Σ(z)−Σ(ω̄)=
(

U21

U31

)
(I−Z(z)U11)−1(Z(z)−Z(ω)∗)(I − U11Z(ω)∗)−1(U12, U13)

I−Σ(z̄)∗Σ(ω̄)=
(

U∗
12

U∗
13

)
(I−Z(z)U∗

11)
−1(I−Z(z)Z(ω)∗)(I − U11Z(ω)∗)−1(U12, U13).

Using Schur blockwise matrix multiplication, the latter three relations can be
written as(

Ip − Σ(z)Σ(ω)∗ Σ(z)− Σ(ω̄)
Σ(z̄)∗ − Σ(ω)∗ Iq − Σ(z̄)∗Σ(ω̄)

)
=

d∑
k=1

(
1− zkω̄k zk − ω̄k

zk − ω̄k 1− zkω̄k

)
◦
(

F 1
k (z)

F 2
k (z)

)
(F 1

k (ω)∗, F 2
k (ω)∗)(3.27)

where

(3.28) F 1
k (z) =

(
U21

U31

)
(I − Z(z)U11)−1Pk

and

(3.29) F 2
k (z) =

(
U∗

12
U∗

13

)
(I − Z(z)U∗

11)
−1Pk.

4. EXPLICIT FORMULAS FOR THE CHARACTERISTIC FUNCTION

OF THE UNIVERSAL UNITARY COLLIGATION

In this section we give explicit formulas for the block entries Σjk of the character-
istic function Σ defined via (3.25). Let ∆(z) be the function given by (3.6). Its
value at zero ∆(0) has been already used for the construction of the colligation
(3.24). It follows immediately from (3.8), that

(4.1)

Ker∆(0) = {f ∈ Cn : ΛkM∗
k f = 0 (∀k), Y ∗f = 0}

= {f ∈ Cn : ΛkN∗
k f = 0 (∀k), X∗f = 0}

= {f ∈ Cn : ΛkM∗
k f = 0, ΛkN∗

k f = 0 (∀k), Y ∗f = 0, X∗f = 0}.

Lemma 4.1. For every z ∈ Dd it holds that

(4.2) Ker∆(z) = Ker ∆(z)∗ = Ker∆(0).
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Proof. Let f ∈ Ker∆(0). Then

(4.3) ΛkM∗
k f = 0, ΛkN∗

k f = 0 (k = 1, . . . , d), Y ∗f = 0, X∗f = 0

and by (3.6), ∆(z)f = ∆(z)∗f = 0 at every point z. Therefore,

(4.4) Ker∆(0) ⊆ Ker ∆(z) ∩Ker ∆(z)∗.

Now suppose that ∆(z)f = 0 for some choice of f ∈ Cn and z ∈ Dd. Then using
representations (3.7) and (3.6) for ∆(z) and ∆(z)∗ respectively, we get

0 = f∗(∆(z) + ∆(z)∗)f = f∗
( d∑

k=1

(Nk − zkMk)ΛkN∗
k + XX∗

+
d∑

k=1

(Mk − z̄kNk)ΛkM∗
k + Y Y ∗

)
f

= f∗
( d∑

k=1

(1− |zk|2)MkΛkM∗
k +

d∑
k=1

(zkMk −Nk)Λk(z̄kM∗
k −N∗

k )

+ XX∗ + Y Y ∗
)
f.

Therefore, relations (4.3) hold and thus, ∆(0)f = 0. Using the same chain of
equalities we conclude that ∆(z)∗f = 0 also implies ∆(0)f = 0. Thus,

Ker ∆(z) ∪Ker ∆(z)∗ ⊆ Ker∆(0)

which together with (4.4) implies (4.2).

Thus, we have shown that ∆(z) has a nonnegative real part in Dd. Let Q ∈
Cn×r be the matrix from the representation (3.11) of the pseudoinverse ∆[−1](0).
According to (3.11) we introduce the function

(4.5) ∆(z)[−1] = Q(Q∗∆(z)Q)−1Q∗,

which is analytic in Dd on account of (4.2).

Remark 4.2. Let PKer ∆(0) denote the orthogonal projection from Cn onto
Ker ∆(0). Then

(4.6) I −∆(z)∆(z)[−1] =
(
I −∆(z)∆(z)[−1]

)
PKer ∆(0).

Proof. Take the representation (3.22) of any vector x ∈ Cn. On account of
(4.2), ∆(z)g = 0 and using (4.5) we get(

I −∆(z)∆(z)[−1]
)
∆(z)x =

(
I −∆(z)Q(Q∗∆(z)Q)−1Q∗)∆(z)(Qf + g) = 0.

Since x is an arbitrary vector, the latter equality means that for every z ∈ Dd,

(4.7)
(
I −∆(z)∆(z)[−1]

)
PRan ∆(z) = 0,

where PRan ∆(z) denote the orthogonal projection from Cn onto Ran∆(z). In view
of (4.2),

PRan ∆(z) = I −PKer ∆(z)∗ = I −PKer ∆(0)

which being substituted into (4.7), leads to (4.6).
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Lemma 4.3. The following resolvent-like identity

(4.8) ∆(z)[−1] −∆(0)[−1] = ∆(0)[−1]W1Z(z)W ∗
2 ∆(z)[−1]

holds for every point z = (z1, . . . , zd) ∈ Dd.

Proof. We begin with the equality

(4.9) ∆(0)−∆(z) =
d∑

k=1

zkMkΛkN∗
k = W1Z(z)W ∗

2

which follows directly from (3.6), (3.8) and (3.4). Using (3.11) and (4.5) we get

∆(z)[−1] −∆(0)[−1] = Q(Q∗∆(0)Q)−1Q∗(∆(0)−∆(z))Q(Q∗∆(z)Q)−1Q∗,

which together with (4.9) implies (4.8).

To establish the explicit formula for Σ(z) in terms of the interpolation data
we apply the matrix equality

(4.10) (I + BA−1C)−1 = I −B(A + CB)−1C

to the matrices

A = Q∗∆(0)Q, B = −Z(z)W ∗
2 Q, C = Q∗W1.

Taking into account (4.9) and (4.5) we get

(4.11)

(I − Z(z)U11)−1 = I + Z(z)W ∗
2 Q(Q∗(∆(0)−W1Z(z)W ∗

2 )Q)−1Q∗W1

= I + Z(z)W ∗
2 Q(Q∗∆(z)Q)−1Q∗W1

= I + Z(z)W ∗
2 ∆(z)[−1]W1.

Furthermore, in view of (3.19), (4.8) and (4.11), it follows that

(4.12)

U21(I − Z(z)U11)−1 = X∗∆(0)[−1]W1

(
I + Z(z)W ∗

2 ∆(z)[−1]W1

)
= X∗{∆(0)[−1] + ∆(0)[−1]W1Z(z)W ∗

2 ∆(z)[−1]
}
W1

= X∗∆(z)[−1]W1.

Similarly,

(4.13)

(I − U11Z(z))−1U12 =
{
I + W ∗

2 ∆(z)[−1]W1Z(z)
}
W ∗

2 ∆(0)[−1]Y

= W ∗
2

(
∆(0)[−1] + ∆(z)[−1]W1Z(z)W ∗

2 ∆(0)[−1]
)
Y

= W ∗
2 ∆(z)[−1]Y

and therefore,

(4.14) (I − Z(z)U11)−1Z(z)U12 = Z(z)(I − U11Z(z))−1U12 = Z(z)W ∗
2 ∆(z)[−1]Y.

Taking adjoints in (4.13) and replacing z by z̄ we obtain

(4.15) U∗
12(I − Z(z)U∗

11)
−1 = Y ∗(∆(z̄)[−1])∗W2.
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Now we give explicit formulas for block entries Σjk of the function Σ: using (3.20),
(3.25), (4.11), (4.12) and (4.14) we get

(4.16)

Σ11(z) = U22 + U21(I − Z(z)U11)−1Z(z)U12

= X∗∆(0)[−1]Y + X∗∆(z)[−1]W1Z(z)W ∗
2 ∆(0)[−1]Y

= X∗(∆(0)[−1] + ∆(z)[−1]W1Z(z)W ∗
2 ∆(0)[−1]

)
Y = X∗∆(z)[−1]Y

(4.17)

Σ12(z) = U23 + U21(I − Z(z)U11)−1Z(z)U13

=
(
U21(I − Z(z)U11)−1Z(z), Ip

)(U13

U23

)
=
(
X∗∆(z)[−1]W1Z(z), Ip

)
T2

(4.18)

Σ21(z) = U32 + U31(I − Z(z)U11)−1Z(z)U12

= (U31, U32)
(

(I − Z(z)U11)−1Z(z)U12

Iq

)
= T ∗1

(
Z(z)W ∗

2 ∆(z)[−1]Y
Iq

)

(4.19)
Σ22(z) = U31(I − Z(z)U11)−1Z(z)U13

= T ∗1

(
Ind

0

)(
I + Z(z)W ∗

2 ∆(z)[−1]W1

)
(Ind, 0)Z(z)T2.

5. DESCRIPTION OF THE SET OF ALL SOLUTIONS

In this section we describe the set of all solutions of Problem 1.2. The main
result is:

Theorem 5.1. Let Σ be the function decomposed as in (3.25) into four blocks
Σjk specified by (4.16)–(4.19). Then S is a solution of Problem 1.2 if and only if
S has a representation of the form

(5.1) S(z) = Σ11(z) + Σ12(z)E(z)(Iq′ − Σ22(z)E(z))−1Σ21(z)

where the free parameter E sweeps through the set Sp′×q′

d .

The transformation (5.1) acting on the free parameter E is sometimes called
the Redheffer transformation with the transfer function Σ. The proof of The-
orem 5.1 is divided in a number of steps and relies on the following auxiliary
results.
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Lemma 5.2. Let E ∈ Sp′×q′

d , let Σ =
(

Σ11 Σ12

Σ21 Σ22

)
∈ S(p+q′)×(q+p′)

d and let

S be of the form (5.1). Then S ∈ Sp×q
d and moreover,

(5.2)
I − S(z)S(ω)∗ = Ψ(z)(I − E(z)E(ω)∗)Ψ(ω)∗

+ (I,Ψ(z)E(z))(I − Σ(z)Σ(ω)∗)
(

I
E(ω)∗Ψ(ω)∗

)

(5.3)
S(z)− S(ω̄) = Ψ(z)(E(z)− E(ω̄))Φ(ω̄)

+ (I,Ψ(z)E(z))(Σ(z)− Σ(ω̄))
(

I
E(ω̄)Φ(ω̄)

)

(5.4)
I − S(z̄)∗S(ω̄) = Φ(z̄)∗(I − E(z̄)∗E(ω̄))Ψ(ω̄)

+ (I,Φ(z̄)∗E(z̄)∗)(I − Σ(z̄)∗Σ(ω̄))
(

I
E(ω̄)Φ(ω̄)

)
,

where
(5.5) Ψ(z) = Σ12(z)(I−E(z)Σ22(z))−1 and Φ(z) = (I−Σ22(z)E(z))−1Σ21(z).

Proof. Using the functions Ψ and Φ from (5.5) and taking into account the
identity

E(z)(Iq′ − Σ22(z)E(z))−1 = (Ip′ − E(z)Σ22(z))−1E(z),
one can represent the function S of the form (5.1) as
(5.6) S(z) = Σ11(z) + Ψ(z)E(z)Σ21(z) = Σ11(z) + Σ12(z)E(z)Φ(z)
The following identities
(5.7) Σ12(z) + Ψ(z)E(z)Σ22(z) = Ψ(z), Σ21(z) + Σ22(z)E(z)Φ(z) = Φ(z)
follow immediately from (5.5) and imply together with (5.6), that

(5.8) (I,Ψ(z)E(z))Σ(z) = (I,Ψ(z)E(z))
(

Σ11(z) Σ12(z)
Σ21(z) Σ22(z)

)
= (S(z),Ψ(z))

and

(5.9) Σ(z)
(

I
E(z)Φ(z)

)
=
(

Σ11(z) Σ12(z)
Σ21(z) Σ22(z)

)(
I

E(z)Φ(z)

)
=
(

S(z)
Φ(z)

)
.

Using (5.8) we get

(I,Ψ(z)E(z))(I − Σ(z)Σ(ω)∗)
(

I
E(ω)∗Ψ(ω)∗

)
= I + Ψ(z)E(z)E(ω)∗Ψ(ω)∗ − S(z)S(ω)∗ −Ψ(z)Ψ(ω)∗

which is equivalent to (5.2). Next, on account of (5.8) and (5.9),

(I,Ψ(z)E(z))(Σ(z)− Σ(ω̄))
(

I
E(ω̄)Φ(ω̄)

)
= (S(z),Ψ(z))

(
I

E(ω̄)Φ(ω̄)

)
− (I,Ψ(z)E(z))

(
S(ω̄)
Φ(ω̄)

)
= S(z)− S(ω̄)−Ψ(z)(E(z)− E(ω̄))Φ(ω̄)
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which is equivalent to (5.3). In much the same way one can check (5.4) with help
of (5.9). Let E ∈ Sp′×q′

d . Then

(5.10)

(
Ip′ − E(z)E(ω)∗ E(z)− E(ω̄)
E(z̄)∗ − E(ω)∗ Iq′ − E(z̄)∗E(ω̄)

)
=

d∑
k=1

(
1− zkω̄k zk − ω̄k

zk − ω̄k 1− zkω̄k

)
◦
(

G1
k(z)

G2
k(z)

)
(G1

k(ω)∗, G2
k(ω)∗)

for some operator-valued functions G1
k(z) and G2

k(z) analytic on Dd. Substituting
the latter representation together with (3.27) into (5.2)–(5.4) we get

(5.11)

(
Ip − S(z)S(ω)∗ S(z)− S(ω̄)
S(z̄)∗ − S(ω)∗ Iq − S(z̄)∗S(ω̄)

)
=

d∑
k=1

(
1− zkω̄k zk − ω̄k

zk − ω̄k 1− zkω̄k

)
◦
(

H1
k(z)

H2
k(z)

)
(H1

k(ω)∗,H2
k(ω)∗)

where

(5.12) H1
k(z) = (Ψ(z)G1

k(z), (I,Ψ(z)E(z))F 1
k (z))

and

(5.13) H2
k(z) = (Φ(z̄)∗G2

k(z), (I,Φ(z̄)∗E(z̄)∗)F 2
k (z)).

Therefore, S ∈ Sp×q
d .

Lemma 5.3. Let Σ11 be the function given by (4.16). Then

(5.14) RA(XLΣ11(z)) = YL and RB(YRΣ11(z̄)∗) = XR.

Proof. First we note that in view of (4.1), Ker∆(0) ⊆ KerY ∗ ∩KerX∗, and
therefore,

(5.15) PKer ∆(0)Y = 0, X∗PKer ∆(0) = 0

where PKer ∆(0) denotes the orthogonal projection from Cn onto Ker∆(0). Using
(3.6) and taking into account (4.6) we get

(5.16)

XX∗∆(z)[−1] = ∆(z)∆(z)[−1] −
d∑

k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]

= I −
d∑

k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1] −

(
I −∆(z)∆(z)[−1]

)
PKer∆(0).

In much the same way, it follows from (3.7) that

(5.17)
∆(z)[−1]Y Y ∗ = I −∆(z)[−1]

d∑
k=1

MkΛk(M∗
k − zkN∗

k )

−PKer∆(0)

(
I −∆(z)[−1]∆(z)

)
.



294 D. Alpay, J.A. Ball and V. Bolotnikov

Using (4.16), (5.16) and the first relation in (5.15), we get

XΣ11(z) = XX∗∆(z)[−1]Y = Y −
d∑

k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]Y.

Substituting (1.13) and (2.9) into the latter equality we obtain

XLΣ11(z) = YL −
d∑

k=1

(zkInL
−Ak)(ΛL

k ,ΛLR
k )N∗

k ∆(z)[−1]Y.

Applying the operator RA to both parts of the latter equality, taking into account
that ∆(z)[−1] is analytic in Dd and using (2.1), (2.2), we get

RA(XLΣ11(z)) = RA(YL)−
d∑

k=1

RA

(
(zkInL

−Ak)(ΛL
k ,ΛLR

k )N∗
k ∆(z)[−1]

)
Y = YL

which proves the first relation in (5.14). The proof of the second assertion of
lemma is quite similar: using (4.16), (5.17) and the second relation in (5.15) we
get

Σ11(z)Y ∗ = X∗∆(z)[−1]Y Y ∗ = X∗ −X∗∆(z)[−1]
d∑

k=1

MkΛk(M∗
k − zkN∗

k ).

Substituting partitions (1.13) and (2.9) into the latter equality and comparing the
”right” blocks we obtain

Σ11(z)Y ∗
R = X∗

R −X∗∆(z)[−1]
d∑

k=1

Mk

(
ΛLR

k

ΛR
k

)
(B∗

k − zkInR
).

Therefore,

YRΣ11(z̄)∗ = XR +
d∑

k=1

(zkInR
−Bk)

(
(ΛLR

k )∗,ΛR
k

)
M∗

k

(
∆(z̄)[−1]

)∗
X

and applying the operator RB to both parts of this latter equality we come to
RB(YRΣ11(z̄)∗) = XR which ends the proof of lemma.

Lemma 5.4. Let Σ12 and Σ21 be the functions defined by (4.17) and (4.18),
respectively. Then

(5.18) RA(XLΣ12(z)) = 0 and RB(YRΣ21(z̄)∗) = 0.

Proof. We begin with equalities

(5.19) (W2, X)T2 = 0 and (W1, Y )T1 = 0

which hold by definition of T1, T2. Note also that in view of (4.1), Ker ∆(0) ⊆
KerW ∗

1 ∩KerW ∗
2 , and therefore,

(5.20) PKer ∆(0)W2 = 0, W ∗
1 PKer ∆(0) = 0.
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Using (4.17), (5.16) and taking into account the first relations from (5.19), (5.20)
we get

XΣ12(z) = X(X∗∆(z)[−1]W1Z(z), Ip)T2

=
((

I −
d∑

k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]

)
W1Z(z), X

)
T2

=
(
W1Z(z)−W2 −

d∑
k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]W1Z(z), 0

)
T2.

Using the explicit formulas (3.4) for W1,W2 one can rewrite the latter equality as

XΣ12(z) =
(
(z1M1 −N1)Λ

1/2
1 , . . . , (zdMd −Nd)Λ

1/2
d , 0

)
T2

−
( d∑

k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]W1Z(z), 0

)
T2.

Substituting partitions (1.13), (2.9) into the latter equality and comparing the
upper blocks we obtain

XLΣ12(z) =
(
(z1InL

−A1, 0)Λ1/2
1 , . . . , (zdInL

−Ad, 0)Λ1/2
d , 0

)
T2

−
( d∑

k=1

(zkInL
−Ak)(ΛL

k ,ΛLR
k )N∗

k ∆(z)[−1]W1Z(z), 0
)
T2.

Applying the operator RA to both parts of the latter equality, taking into account
that ∆(z)[−1] is analytic in Dd and using (2.2), we get the first relation from (5.18).
The second one is obtained in much the same way.

Lemma 5.5. F 1
k (z) and F 2

k (z) are the functions given by (3.28) and (3.29)
and let Γ be the operator defined via (1.12). Then

ΓA,A

{
(XL, 0)F 1

k (z)F 1
k (ω)∗

(
X∗

L
0

)}
= ΛL

k(5.21)

ΓA,B

{
(XL, 0)F 1

k (z)F 2
k (ω)∗

(
Y ∗

R
0

)}
= ΛLR

k(5.22)

ΓB,B

{
(YR, 0)F 2

k (z)F 2
k (ω)∗

(
Y ∗

R
0

)}
= ΛR

k .(5.23)

Proof. Substituting (4.12) and (4.15) into (3.28) and (3.29), respectively, we
obtain

(5.24) (Ip, 0)F 1
k (z) = X∗∆(z)[−1]W1Pk, (Iq, 0)F 2

k (z) = Y ∗(∆(z̄)[−1])∗W2Pk.

Multiplying both sides of the first equality in (5.24) by X from the left an using
(5.16) and the second relation in (5.20) we receive

(X, 0)F 1
k (z) = XX∗∆(z)[−1]W1Pk =

(
I −

d∑
k=1

(zkMk −Nk)ΛkN∗
k ∆(z)[−1]

)
W1Pk
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and the comparison of the upper blocks leads to

(XL, 0)F 1
k (z) =

(
(InL

, 0)−
d∑

k=1

(zkInL
−Ak)(ΛL

k ,ΛLR
k )N∗

k ∆(z)[−1]
)
W1Pk.

Applying the operator RA to both parts of the latter equality, taking into account
that ∆(z)[−1] is analytic in Dd and using (2.1), (2.2), we get

(5.25) RA((XL, 0)F 1
k (z)) = (InL

, 0)W1Pk.

Similarly, using the second equality from (5.24) together with (5.17) and the first
relation in (5.20) we get

(Y, 0)F 2
k (z) = Y Y ∗(∆(z̄)[−1])∗W2Pk

=
(
I −

d∑
k=1

(Mk − zkNk)ΛkM∗
k

(
∆(z̄)[−1]

)∗)
W2Pk

and the comparison of the lower blocks leads to

(YR, 0)F 2
k (z) =

(
(0, InR

) +
d∑

k=1

(zkInR
−Bk)

((
ΛLR

k

)∗
,ΛR

k

)
M∗

k

(
∆(z̄)[−1]

)∗)
W2Pk.

Applying the operator RB to both parts of the latter equality, we get

(5.26) RB((YR, 0)F 2
k (z)) = (0, InR

)W2Pk.

By definition (1.12) of Γ and in view of (5.25), (3.4) and (2.9),

ΓA,A

{
(XL, 0)F 1

k (z)F 1
k (ω)∗

(
X∗

L
0

)}
= (InL

, 0)W1PkW ∗
1

(
InL

0

)
= (InL

, 0)MkΛkM∗
k

(
InL

0

)
= ΛL

k ,

ΓA,B

{
(XL, 0)F 1

k (z)F 2
k (ω)∗

(
0

Y ∗
R

)}
= (InL

, 0)W1PkW ∗
2

(
0

InR

)
= (InL

, 0)MkΛkN∗
k

(
0

InR

)
= ΛLR

k ,

which prove (5.21) and (5.22). The equality (5.23) is verified in much the same
way.

Now we can prove the necessity part of Theorem 5.1.

Lemma 5.6. Every function S of the form (5.1) satisfies the interpolation
conditions (1.15), (1.16) and (1.17).

Proof. Let Ψ and Φ be the functions defined in (5.5). Since the functions
Ψ(z)E(z) and E(z)Φ(z) are analytic in Dd it follows from (5.18) and by Lemma 2.1
that

RA(XLΣ12(z)E(z)Φ(z)) = 0

and
RB(YRΣ21(z̄)∗E(z̄)∗Ψ(z̄)∗) = 0.
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Now it follows immediately from (5.14) and representations (5.6) that S satisfies
interpolation conditions (1.15) and (1.16).

It remains to show that the functions H1
k(z) and H2

k(z) from the represen-
tation (5.11) and defined by (5.12), (5.13), respectively, satisfy the interpolation
conditions (1.18)–(1.20). It follows from (5.5) and (5.18) that
(5.27) RA(XLΨ(z)) = 0 and RA(XRΦ(z̄)∗) = 0.

By Lemma 2.1, we get from (5.12), (5.13) and (5.27)

RA(XLH1
k(z)) = RA(0, (XL, 0)F 1

k (z))(5.28)
RA(YRH2

k(z)) = RA(0, (YR, 0)F 2
k (z))(5.29)

where F 1
k (z) and F 2

k (z) are the functions from the representation (3.27) given by
formulas (3.28) and (3.29), respectively. By definition (1.12) of Γ and in view of
(5.28), (5.29),

ΓA,A{XLH1
k(z)H1

k(ω)∗X∗
L} = ΓA,A

{
(XL, 0)F 1

k (z)F 1
k (ω)∗

(
X∗

L
0

)}
ΓA,B{XLH1

k(z)H2
k(ω)∗Y ∗

R} = ΓA,B

{
(XL, 0)F 1

k (z)F 2
k (ω)∗

(
Y ∗

R
0

)}
ΓB,B{YRH2

k(z)H2
k(ω)∗Y ∗

R} = ΓB,B

{
(YR, 0)F 2

k (z)F 2
k (ω)∗

(
Y ∗

R
0

)}
which together with (5.21)–(5.23) imply (1.18)–(1.20).

Lemma 5.7. Let S be a solution of Problem 1.2. Then it can be represented
in the form (5.1) for some choice of the parameter E ∈ Sp′×q′

d .

Proof. By the construction, the coefficient matrix Σ of the transformation
(5.1) is the characteristic function of the unitary colligation Ω0 defined by (3.24).

It is easily seen from (3.4) that the domain DV = Ran
(

W ∗
1

Y ∗

)
of the isometry V

defined by (3.25), is the subspace of
( d⊕

k=1

RanΛ1/2
k

)
⊕ RanY ∗.

It was shown in [7] that a function S is of the form (5.1) for some choice of
the parameter E ∈ Sp′×q′

d if and only if S is the characteristic function of a unitary
colligation

(5.30) Ω̃ =
{
H̃ =

d⊕
k=1

H̃k, Cq, Cp,

(
Ã B̃
C̃ D̃

)}
with the state space

(5.31) H̃ =
d⊕

k=1

H̃k of the form H̃k = RanΛ1/2
k ⊕Nk,

and such that

(5.32)
(

Ã B̃
C̃ D̃

) ∣∣∣∣∣
Ran

(
W∗

1

Y ∗

) = V.
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In other words, the colligation Ω̃ is the coupling of the colligation Ω0 and some
unitary colligation

Ω′ =
{
N =

d⊕
k=1

Nk, Cp′ , Cq′ , U ′
}

where the dimensions p′ and q′ of the input and the output spaces are given by
(3.13). At that, the parameter E in (5.1) is the characteristic function of Ω′.

The mentioned result is a multivariable analogue of the corresponding 1-
variable result of D. Arov and L. Grossman. We refer also to [9] for application of
these ideas to the one-variable abstract interpolation problem.

By Theorem 1.1, S is the characteristic function of some unitary colligation
Ω of the form (3.3). In other words, S admits a unitary realization (1.3) with the
state space H decomposed into a d-fold orthogonal sum (1.2), and the equality
(1.1) holds for functions H1

k and H2
k defined via (1.8). The functions H1

k and H2
k

are analytic and take respectively L(Hk; Cp) and L(Hk; Cq) values in Dd. Then
the function H1 and H2 defined as

H1(z) = H1
1 (z)P1 + · · ·+ H1

d(z)Pd = C(IH − Z(z)A)−1,(5.33)
H2(z) = H2

1 (z)P1 + · · ·+ H2
d(z)Pd = B∗(IH − Z(z)A∗)−1,(5.34)

are analytic and respectively L(H; Cp)- and L(H; Cq)-valued in Dd. With respect
to the decomposition (1.2), Hj has the following block-operator form

(5.35) Hj(z) = (Hj
1(z), . . . ,Hj

d(z)) (j = 1, 2).

The interpolation conditions (1.15), (1.16) and (1.17) which are assumed to be

satisfied by S, force certain restrictions on the connecting operator U =
(

A B
C D

)
.

Substituting (1.3) into (1.15) and (1.16) we get

RA(XL(D + C(IH − Z(z)A)−1Z(z)B)) = YL

and
RB(YR(D∗ + B∗Z(z)(IH −A∗Z(z))−1C∗)) = XR

which are equivalent on account of (5.33) and (5.34) to

(5.36) XLD + RA(XLH1(z)Z(z))B = YL

and

(5.37) YRD∗ + RB(YRH2(z)Z(z))C∗ = XR,

respectively. It also follows from (5.33) and (5.34) that

C + H1(z)Z(z)A = H1(z), B∗ + H2(z)Z(z)A∗ = H2(z)

and therefore, that

(5.38) XLC + RA(XLH1(z)Z(z))A = RA(XLH1(z))

and

(5.39) YRB∗ + RB(YRH2(z)Z(z))A∗ = RB(YRH2(z)).
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The equalities (5.36) and (5.38) can be written in matrix form as

(5.40) (RA(XLH1(z)Z(z)), XL)
(

A B
C D

)
= (RA(XLH1(z)), YL),

whereas the equalities (5.37) and (5.39) are equivalent to

(5.41) (RB(YRH2(z)Z(z)), YR)
(

A∗ C∗

B∗ D∗

)
= (RB(YRH2(z)), XR).

Since the functions Hj
k are analytic in Dd, the following operators

(5.42) T 1
k := RA(XLH1

k(z)), T 2
k := RB(YRH2

k(z))

are bounded and act from Hk into CnL and into CnR , respectively. It follows from
(5.35) and (5.42) that

(5.43) RA(XLH1(z)) = (T 1
1 , . . . , T 1

d ) and RB(YRH2(z)) = (T 2
1 , . . . , T 2

d ).

Using (5.35) and (1.4) we get Hj(z)Z(z) = (z1H
j
1(z), . . . , zdH

j
d(z)) (j = 1, 2) and

therefore,

RA(XLH1(z)Z(z)) = (A1T
1
1 , . . . , AdT

1
d )(5.44)

RB(YRH2(z)Z(z)) = (B1T
2
1 , . . . , BdT

2
d ).(5.45)

Substituting (5.43)–(5.45) into (5.40) and (5.41) we obtain

(A1T
1
1 , . . . , AdT

1
d , XL)

(
A B
C D

)
= (T 1

1 , . . . , T 1
d , YL)

and

(B1T
2
1 , . . . , BdT

2
d , YR)

(
A∗ C∗

B∗ D∗

)
= (T 2

1 , . . . , T 2
d , XR).

Since the operator
(

A B
C D

)
is unitary, we conclude from these two relations that

for every choice of f ∈ Cn,

(5.46)
(

A B
C D

)
T 1∗

1 T 2∗
1 B∗

1
...

T 1∗
d T 2∗

d B∗
d

Y ∗
L Y ∗

R

 f =


T 1∗

1 A∗1 T 2∗
1

...
T 1∗

d A∗1 T 2∗
d

X∗
L X∗

R

 f.

Now we use the interpolation conditions (1.17): substituting (5.42) into (1.17) we
obtain the following factorizations

LkL∗k = Λk (k = 1, . . . , d),

where Lk =
(

T 1
k

T 2
k

)
and where T 1

k and T 2
k are defined in (5.42). Therefore, the

linear transformations Uk defined by the rule

(5.47) Uk : L∗kf → Λ1/2
k f (f ∈ Cn)
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is the unitary map from RanL∗k onto RanΛ1/2
k . Setting

Nk := Hk 	 RanL∗k and H̃k := Ran Λ1/2
k ⊕ (Hk 	 RanL∗k) = RanΛ1/2

k ⊕Nk,

let us define the unitary map Ũk : Hk → H̃k by the rule

(5.48) Ũkg =
{

Ukg for g ∈ RanL∗k,
g for g ∈ Nk.

The operator

(5.49) Ũ :=
d⊕

k=1

Ũk : H → H̃ :=
d⊕

k=1

H̃k

is unitary and satisfies

ŨPk = P̃kŨ (k = 1, . . . , d)

where Pk and P̃k are orthogonal projections from H onto Hk and from H̃ onto
H̃k, respectively. Introducing the operators

(5.50) Ã = ŨAŨ∗, B̃ = ŨB, C̃ = CŨ∗, D̃ = D

we construct the colligation Ω̃ via (5.31). By definition, Ω̃ is unitarily equivalent
to the initial colligation Ω defined in (3.3). By Remark 3.1, Ω̃ has the same
characteristic function as Ω, that is, S(z). To apply the general result from [7], it
suffices to check (5.32). But this equality easily follows from (5.47)–(5.50).

Theorem 5.1 is a consequence of Lemmas 5.6 and 5.7.
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Appl., Birkhäuser Verlag, Basel 1990, pp. 47–66.

3. D. Alpay, V. Bolotnikov, Interpolation in the Hardy space of the bidisk, Proc.
Amer. Math. Soc. 127(1999), 1789–1799.

4. J. Ball, I. Gohberg, L. Rodman, Interpolation of Rational Matrix Functions,
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