
J. OPERATOR THEORY

50(2003), 3–52

c© Copyright by Theta, 2003

NONCOMMUTATIVE EXTENSIONS OF CLASSICAL

AND MULTIPLE RECURRENCE THEOREMS

CONSTANTIN P. NICULESCU, ANTON STRÖH and LÁSZLÓ ZSIDÓ
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Communicated by Şerban Strătilă

Abstract. The aim of this paper is to extend the classical recurrence the-
orem of A.Y. Khintchine, as well as certain multiple recurrence results of
H. Furstenberg concerning weakly mixing and almost periodic measure pre-
serving transformations, to the framework of C∗-algebras A and positive
linear maps Φ : A→ A preserving a state ϕ on A. For the proof of the mul-
tiple weak mixing results we use a slight extension of a convergence result
of Furstenberg in Hilbert spaces, which is derived from a non-commutative
generalization of Van der Corput’s ”Fundamental Inequality” in Theory of
uniform distribution modulo 1, proved in Appendix A.

Keywords: Poincaré recurrence, C∗-dynamical system, almost periodicity,
weak mixing, multiple weak mixing.

MSC (2000): Primary 46L55; Secondary 28D05, 46L51, 47A35.

1. INTRODUCTION

Recurrence was introduced by Poincaré ([30], Chapter XXVI) in connection with
its study on Celestial Mechanics and refers to the property of an orbit to come
arbitrarily close to positions already occupied. Poincaré noticed that almost all
orbits of any bounded Hamiltonian system are recurrent. His result, stated in a
measure-theoretical form, is known as Poincaré’s recurrence theorem:

Let T be a measure-preserving transformation of a probability space (Ω,Σ, µ).
Then

µ
(
A ∩

∞⋂
n=0

∞⋃
k=n

T−kA
)

= µ(A)

for every set A ∈ Σ i.e., the orbit of almost every x ∈ A returns infinitely of-
ten in A.
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The literature concerning this theorem is very large but all the basic facts
can be found in the monographs of U. Krengel ([23], Section 1.3) and K. Petersen
([29], Section 2.3).

Let us recall that (for T a measurable transformation of a measure space
(Ω,Σ, µ) such that inverse images of sets of zero measure have zero measure) the
statement of Poincaré’s recurrence theorem is equivalent with the nonexistence of
wandering subsets of non-zero measure:

(NW) A ∈ Σ, µ(A) > 0 implies µ(A ∩ T−nA) > 0 for some n > 1.

See [23], Section 1.3, Theorem 3.1 for details.
Khintchine’s recurrence theorem ([21]; see also [29], Chapter 2, Theorem 3.3)

provides a quantitative version of the validity of (NW), hence of Poincaré’s recur-
rence theorem:

If T is a measure-preserving transformation of a probability space (Ω,Σ, µ)
then, for every A ∈ Σ and every ε > 0, there exists a relatively dense subset N of
N = {0, 1, 2, . . .} such that

µ(A ∩ T−nA) > µ(A)2 − ε for all n ∈ N .

Recall that a subsetN of N is called relatively dense provided that there exists
an L > 0 such that in every interval of natural numbers having length > L one
can find a number n ∈ N . If T is a mixing mapping then µ(A ∩ T−nA) → µ(A)2,
so that the above estimate is the best possible.

Much later, in order to produce an ergodic-theoretical proof for a famous
combinatorial theorem of E. Szemerédi ([36]), H. Furstenberg gave another kind
of extension of Poincaré’s recurrence theorem by proving the following multiple
recurrence theorem:

For T any measure-preserving transformation of a probability space (Ω,Σ, µ),

A ∈ Σ, µ(A) > 0, j > 1

⇒ lim inf
n→∞

1
n+ 1

n∑
k=0

µ(A ∩ T−kA ∩ T−2kA ∩ · · · ∩ T−jkA) > 0

⇒ µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−jnA) > 0 for some n > 1.

See [14], [16] and [15] for details.
Let us reformulate the above recurrence theorems in the framework of oper-

ator algebras. For the theory of von Neumann algebras we refer the reader to [34],
and for the general theory of C∗-algebras to [35].

If T is a measure-preserving transformation of a probability space (Ω,Σ, µ)
then the formula Φ(f) = f ◦ T defines a ∗-endomorphism Φ of the commutative
von Neumann algebra L∞(µ), which leaves invariant the faithful normal state
ϕ : L∞(µ) 3 f 7→

∫
f dµ.

Then Poincaré’s recurrence theorem can be stated as

p ∧
∞∧

n=0

∞∨
k=n

Φk(p) = p for every projection p ∈ L∞(µ),

where
∧

and
∨

denote the lattice operations on the projection lattice of the von
Neumann algebra L∞(µ).
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Similarly, Khintchine’s recurrence theorem can be reformulated in this setting
as follows:

For every projection p ∈ L∞(µ) and every ε > 0, there exists a relatively
dense subset N of N such that

ϕ(pΦn(p)) > ϕ(p)2 − ε for all n ∈ N .

Finally, Furstenberg’s multiple recurrence theorem states that

p ∈ L∞(µ) projection, j > 1

⇒ lim inf
n→∞

1
n+ 1

n∑
k=0

∣∣ϕ(pΦk(p)Φ2k(p) · · ·Φjk(p))
∣∣ > 0.

It is easy to get an extension of Poincaré’s recurrence theorem to the setting
of arbitrary von Neumann algebras:

Theorem 1.1. Let M be a von Neumann algebra, ϕ a faithful normal state
on M, and Φ : M→M a ∗-homomorphism such that ϕ ◦ Φ = ϕ. Then

∞∨
k=n

Φk(p) =
∞∨

k=0

Φk(p) > p for every projection p ∈M and every n > 0,

so
p ∧

∞∧
n=0

∞∨
k=n

Φk(p) = p for every projection p ∈M.

Proof. First we show that Φ is unital and normal. Indeed, since the image
Φ(1M) of the unit 1M of M is a projection, we have 1M − Φ(1M) > 0. Since
ϕ(1M − Φ(1M)) = 0, by the faithfulness of ϕ we infer that 1M − Φ(1M) = 0.
Further, if 0 6 aι ↗ a in M then (Φ(aι))ι is upward directed and bounded
above by Φ(a), so there exists b 6 Φ(a) in M such that Φ(aι) ↗ b (see [34],
Proposition 2.16). But then

ϕ(b) = lim
ι
ϕ(Φ(aι)) = lim

ι
ϕ(aι) = ϕ(a) = ϕ(Φ(a))

and the faithfulness of ϕ yields b = Φ(a).
Next we prove that, for any n > 0,

(∗) Φ
( ∞∨

k=n

Φk(p)
)

=
∞∨

k=n+1

Φk(p).

For we notice that Φ is w-continuous (see [34], E.5.17), so Φ(M) is a von Neumann
subalgebra of M (see [34], Corollary 3.12) and Ker(Φ) is a w-closed two-sided
ideal of M, hence there exists a central projection q in M such that Ker(Φ) =
M(1M−q) (see [34], 3.20). Then the restriction of Φ to q is a ∗-isomorphism onto
Φ(M), so

Φ
( ∞∨

k=n

Φk(p)
)

= Φ
(( ∞∨

k=n

Φk(p))q) = Φ
( ∞∨

k=n

(Φk(p)q)
)

=
∞∨

k=n

Φ(Φk(p)q) =
∞∨

k=n+1

Φk(p).
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According to (∗) and ϕ ◦ Φ = ϕ, the sequence ϕ
( ∞∨

k=n

Φk(p)
)
, n > 0, is

constant and by the faithfulness of ϕ it follows that also the sequence
∞∨

k=n

Φk(p),

n > 0, is constant.

However, in the case of non-commutative M the strength of the statement
of Theorem 1.1 can be quite reduced, because the more non-commutative M is,
the less the lattice operations in the projection lattice of M reflect the nearness
of the projections. For example, it does not matter how close two non-equal, one-
dimensional projections p, q are in the algebra M2(C) of all complex 2×2-matrices,
p ∧ q is always zero, while p ∨ q is equal to the unit element of M2(C).

In contrast with Poincaré’s recurrence theorem, Khintchine’s recurrence the-
orem has a right substantial extension to the setting of non-commutative operator
algebras. Let us recall that, for A,B two C∗-algebras and Φ : A → B a linear
map, if Φ is positive then the following Schwarz type inequalities of Kadison hold:

Φ(a)∗Φ(a) 6 ‖Φ‖Φ(a∗a) for every normal a ∈ A

(see e.g. [35], 5.8). If Φ is positive and x ∈ A is arbitrary then, summing up
Kadison’s inequality for a = x + x∗ and for a = i(x − x∗), we have the following
inequality of Störmer:

Φ(x)∗Φ(x) + Φ(x)Φ(x)∗ 6 ‖Φ‖Φ(x∗x+ xx∗)

(see [33]). In particular, if Φ is positive and τ is a trace on B such that also τ ◦Φ
is a trace then

τ(Φ(x)∗Φ(x)) 6 ‖Φ‖(τ ◦ Φ)(x∗x) for every x ∈ A.

We also recall that Φ is called Schwarz map if

Φ(x)∗Φ(x) 6 Φ(x∗x) for every x ∈ A,

in which case Φ is positive and of norm 6 1 (see e.g. [35], 5.10). If Φ is a ∗-
homomorphism or, more generally, Φ is 2-positive and of norm 6 1, then it is a
Schwarz map.

The following non-commutative generalization of Khintchine’s recurrence
theorem, already proven in [28] if A is unital and Φ is a unital ∗-homomorphism,
will be proved in the next section:

Theorem 1.2. Let A be a C∗-algebra, ϕ a state on A and Φ : A → A a
positive linear map such that ϕ ◦ Φ = ϕ. Let us assume that

(C) ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) for every x ∈ A,

which happens whenever Φ is a Schwarz map or ϕ is tracial and ‖Φ‖ 6 1. Then,
for every x ∈ A and ε > 0, there exists a relatively dense subset N of N such that

Reϕ(x∗Φn(x)) > |ϕ(x)|2 − ε for all n ∈ N .

It is easily seen that, for A, ϕ and Φ as in the above theorem, we have also
the upper estimate

Reϕ(x∗Φn(x)) 6 ϕ(x∗x)− 1
2
ϕ((Φn(x)− x)∗(Φn(x)− x)), x ∈ A, n ∈ N.
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On the other hand, the above theorem and Lemma 9.4 (see Appendix B below)
imply that

lim inf
n→∞

1
n+ 1

Re
n∑

k=0

ϕ(x∗Φn(x)) > 0 whenever x ∈ A, ϕ(x) 6= 0.

Partial extensions of Furstenberg’s multiple recurrence theorem to the non-
commutative setting will be proved in two particular cases: for weakly mixing
C∗-dynamical systems and for almost periodic C∗-dynamical systems.

Let A be a C∗-algebra, ϕ a state on A and Φ : A → A a positive linear map
such that ϕ ◦ Φ = ϕ and ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) for every x ∈ A. We say that:

— Φ is ergodic with respect to ϕ if

(E) lim
n→∞

1
n+ 1

n∑
k=0

(
ϕ(yΦk(x))− ϕ(y)ϕ(x)

)
= 0 for all x, y ∈ A;

— Φ is weakly mixing with respect to ϕ if

(WM) lim
n→∞

1
n+ 1

n∑
k=0

∣∣ϕ(yΦk(x))− ϕ(y)ϕ(x)
∣∣ = 0 for all x, y ∈ A;

— Φ is almost periodic with respect to ϕ if, denoting by πϕ : A → L(Hϕ)
the GNS representation associated to ϕ and by ξϕ its canonical cyclic vector,

(AP) {πϕ(Φn(x))ξϕ : n ∈ N} is relatively compact in Hϕ for all x ∈ A.

We shall call a pair (A,Φ) consisting of a C∗-algebra A and a ∗-homomor-
phism Φ : A → A, a C∗-dynamical system.

Furthermore, we shall call any triplet (A, ϕ,Φ) consisting of a C∗-algebra A,
a state ϕ on A and a ∗-homomorphism Φ : A → A with ϕ ◦ Φ = ϕ, that is a C∗-
dynamical system leaving invariant a state, a state preserving C∗-dynamical sys-
tem. In other words, a state preserving C∗-dynamical system is a non-commutative
C∗-probability space (A, ϕ) (see [39], [7]) together with a ∗-endomorphism Φ of A
preserving the non-commutative probability ϕ. We say that the state preserving
C∗-dynamical system (A, ϕ,Φ) is ergodic (respectively weakly mixing, almost peri-
odic) if Φ is ergodic (respectively weakly mixing, almost periodic) with respect to
ϕ. Furthermore, for any integers p > 1 and m1, . . . ,mp > 1, mj 6= mj′ for j 6= j′,
we say that:
(WMm1,...,mp) (A, ϕ,Φ) is weakly mixing of order (m1, . . . ,mp) whenever

lim
n→∞

1
n+ 1

·
n∑

k=0

∣∣ϕ(
x0Φm1·k(x1) · · ·Φmp·k(xp)

)
− ϕ(x0)ϕ(x1) · · ·ϕ(xp)

∣∣ = 0

for all x0, x1, . . . , xp ∈ A.
(UWMm1,...,mp

) (A, ϕ,Φ) is uniformly weakly mixing of order (m1, . . . ,mp) when-
ever

lim
n→∞

sup
x∈A

ϕ(xx∗)61

1
n+ 1

·
n∑

k=0

∣∣ϕ(
xΦm1·k(x1) · · ·Φmp·k(xp)

)
− ϕ(x)ϕ(x1) · · ·ϕ(xp)

∣∣ = 0
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for all x1, . . . , xp ∈ A.

Denoting by πϕ : A → L(Hϕ) the GNS representation associated to ϕ and
by ξϕ its canonical cyclic vector, (WMm1,...,mp) means that the bounded sequence

ξn = πϕ

(
Φm1·n(x1) · · ·Φmp·n(xp)

)
ξϕ − ϕ(x1) · · ·ϕ(xp)ξϕ ∈ Hϕ, n > 1

is weakly mixing to zero as defined in Appendix B (before Theorem 9.5), while
(WMm1,...,mp) means that the above sequence is uniformly mixing to zero. Weak
mixing (uniformly weak mixing) of order (1, . . . , p) will be called simply weak
mixing (uniformly weak mixing) of order p.

H. Furstenberg has proved that if (A, ϕ,Φ) is a weakly mixing state preserving
C∗-dynamical system with commutative A then it is weakly mixing of all orders
(see [14], Theorem 4.11). The following example shows that there are weakly
mixing C∗-dynamical systems which are not weakly mixing of order 2.

Let H be a Hilbert space with orthonormal basis {ξ0} ∪ {ηj : j ∈ Z} and let
U denote the unitary operator on H defined by

Uξ0 = ξ0, Uηj = ηj+1, j ∈ Z.
Then Ad(U) : x 7→ UxU∗ is a ∗-automorphism of the C∗-algebra L(H) of all
bounded linear operators on H, leaving invariant the state ωξ0 : x 7→ (xξ0 | ξ0).
For any linear combinations

ξ = λ0ξ0 +
k∑

j=−k

λjηj , η = µ0ξ0 +
k∑

j=−k

µjηj

we have
(Unξ | η) = λ0µ0 = (ξ | ξ0) · (ξ0 | η) = 0 for n > k

and it follows that
(Unξ | η) → (ξ | ξ0) · (ξ0 | η) for all ξ, η ∈ H.

Consequently, for every x, y ∈ L(H),
ωξ0(yAd(U)n(x)) = (Unxξ0 | y∗ξ0) → (xξ0 | ξ0) · (ξ0 | y∗ξ0) = ωξ0(y)ωξ0(x).

In particular, the state preserving C∗-dynamical system (L(H), ωξ0 ,Ad(U)) is
weakly mixing. However it is not weakly mixing of order 2. Indeed, if x2 de-
notes the partial isometry which carries ξ0 in η0 and vanishes on the orthogonal
complement of ξ0, x0 = x2

∗ and x1 stands for the unitary on H defined by
x1ξ0 = ξ0, x1ηj = η−j , j ∈ Z,

then we have
ωξ0(x0Ad(U)k(x1)Ad(U)2k(x2)) = (Ukx1U

kx2ξ0 | x2ξ0) = (Ukx1U
kη0 | η0)

= (Ukx1ηk | η0) = (Ukη−k | η0) = (η0 | η0) = 1,

and
1

n+ 1

n∑
k=0

ωξ0

(
x0Ad(U)k(x1)Ad(U)2k(x2)

)
= 1, n > 0,

while ωξ0(x0)ωξ0(x1)ωξ0(x2) = 0 (as ωξ0(x2) = 0).
Nevertheless, the implication (WM) ⇒ (WM1,2) holds under a mild commu-

tativity assumption concerning the support of the invariant state. More precisely,
it will be proved in Section 7:
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Theorem 1.3. Let (A, ϕ,Φ) be a weakly mixing state preserving C∗-dyna-
mical system, such that the support projection of ϕ in the second dual A∗∗ is central.
Then (A, ϕ,Φ) is weakly mixing of order (m1,m2) for any integers 1 6 m1 < m2.

We recall that if ϕ is a state on a C∗-algebra A and the support s(ϕ) of ϕ in
A∗∗ is central, then there exists a unique one-parameter group σϕ : R 3 t 7→ σϕ

t of
∗-automorphisms of A∗∗, called the modular automorphism group of ϕ, such that

(1) ϕ satisfies the KMS-condition with respect to the group σϕ and
(2) every σϕ

t acts identically on A∗∗
(
1A∗∗ − s(ϕ)

)
;

(see e.g. [34], 10.17 or [4], Theorem 5.3.10). Every ∗-automorphism α of A∗∗

satisfying ϕ ◦α = ϕ commutes with the modular automorphism group of ϕ. Also,
the support projection in A∗∗ of any tracial state τ on A is central and the modular
automorphism group of τ is the identity group, which commutes with any map on
A∗∗. Also the following theorem will be proved in Section 7:

Theorem 1.4. Let (A, ϕ,Φ) be a weakly mixing state preserving C∗-dyna-
mical system, such that the support projection s(ϕ) of ϕ in the second dual A∗∗

is central and s(ϕ)Φ∗∗ commutes with the modular automorphism group of ϕ. Then
(A, ϕ,Φ) is uniformly weakly mixing of order (m1,m2) for any integers
1 6 m1 < m2.

We do not know, whether every weakly mixing state preserving C∗-dynamical
system (A, ϕ,Φ) with invertible Φ, for which the support projection of ϕ in A∗∗

is central, is weakly mixing of order 3. Implication (WM) ⇒ (UWMm1,...,mp
) for

any integers 1 6 m1 < · · · < mp will be proved only assuming that (A,Φ) is
norm-asymptotically abelian in density, that is it verifies

lim
n→∞

1
n+ 1

n∑
k=0

‖[Φk(x), y]‖ = 0 for all x, y ∈ A,

where [x, y] = xy − yx stands for the commutator:

Theorem 1.5. Let (A, ϕ,Φ) be a weakly mixing state preserving C∗-dyna-
mical system such that (A,Φ) is norm-asymptotically abelian in density. Then
(A, ϕ,Φ) is uniformly weakly mixing of order (m1, . . . ,mp) for any integers p > 1
and 1 6 m1 < · · · < mp.

In Section 4 we shall prove a splitting result for state preserving C∗-dyna-
mical systems (A, ϕ,Φ), with central s(ϕ), similar to the classical splitting theorem
of K. Jacobs, K. de Leeuw and I. Glicksberg (Theorem 4.2; see also Proposi-
tion 5.5). It will follow that such a C∗-dynamical system is weakly mixing if and
only if it has no almost periodic “non-scalar subsystem” (Proposition 5.4).

For almost periodic state preserving C∗-dynamical systems, the following
multiple recurrence theorem will follow from Corollary 4.3:
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Theorem 1.6. Let (A, ϕ,Φ) be an almost periodic state preserving C∗-dyna-
mical system, such that the support projection of ϕ in the second dual A∗∗ is central.
Then, for every integers m0,m1, . . . ,mp > 0, x0, x1, . . . , xp ∈ A and ε > 0, there
exists a relatively dense subset N of N such that∣∣ϕ(

Φm0·n(x0)Φm1·n(x1) · · ·Φmp·n(xp)
)
− ϕ(x0x1 · · ·xp)

∣∣ 6 ε for all n ∈ N .

By Theorems 1.3, 1.5, 1.6 and by Lemma 9.4, if (A, ϕ,Φ) is a state preserving
C∗-dynamical system and 1 6 m1 < · · · < mp are integers, then

lim inf
n→∞

1
n+ 1

n∑
k=0

∣∣ϕ(
aΦm1·k(a) · · ·Φmp·k(a)

)∣∣ > 0 if 0 6 a ∈ A, ϕ(a) > 0

in each one of the following situations:
(1) s(ϕ) is central, Φ is weakly mixing with respect to ϕ and p 6 2,
(2) (A,Φ) is asymptotically abelian and Φ is weakly mixing with respect to ϕ,
(3) s(ϕ) is central and Φ is almost periodic with respect to ϕ.

Frequently used notations. (1) If H is a Hilbert space then L(H) denotes
the C∗-algebra of all bounded linear operators on H and, for any ξ ∈ H, ωξ stands
for the linear functional L(H) 3 x 7→ (xξ | ξ). Furthermore, wo stands for the
weak operator topology on L(H), so for the strong operator topology, and w for
the weak topology defined on L(H) by the norm-closed linear span of {ωξ : ξ ∈ H}
(see e.g. [34], Chapter 1).

(2) For any U ∈ L(H), Ad(U) stands for the completely positive linear map
L(H) 3 x 7→ UxU∗. If U is isometrical, then Ad(U) will be a ∗-homomorphism,
while if U is unitary, then Ad(U) is a ∗-automorphism.

(3) If ϕ is a positive linear functional on a C∗-algebra A, then πϕ : A →
L(Hϕ) stands for the associated GNS-representation, and ξϕ for the canonical
cyclic vector of πϕ satisfying ϕ = ωξϕ

◦ πϕ. We notice that ‖ξϕ‖2 = ‖ϕ‖ and, for
every bounded left approximate unit (uι)ι for A,

πϕ(uι)
so−→ 1Hϕ

, hence πϕ(uι)ξϕ → ξϕ, and ϕ(uι) → ‖ϕ‖, ϕ(u∗ιuι) → ‖ϕ‖
(see e.g. [35], Lemma 3/4.1 and Theorem 4.5). Moreover, by the von Neumann
density theorem (see e.g. [35], Theorem 7.11), the double commutant πϕ(A)′′ of
πϕ(A) is equal to πϕ(A)wo = πϕ(A)so = πϕ(A)w.

We notice also that πϕ can be uniquely extended to a normal ∗-homomor-
phism of A∗∗ onto the von Neumann algebra πϕ(A)′′, what we shall still denote
by πϕ, and the kernel of this extension is

(
1A∗∗ − z(ϕ)

)
A∗∗, where z(ϕ) stands for

the central support of ϕ in A∗∗ (see e.g. [35], Corolary 8/8.4 and Corollary 8.7).
Therefore πϕ|z(ϕ)A∗∗ : z(ϕ)A∗∗ → πϕ(A)′′ is a ∗-isomorphism and πϕ

(
z(ϕ)

)
=

1Hϕ
, where 1Hϕ

denotes the identity operator on Hϕ.
(4) The notation UΦ,ϕ is defined in Lemma 2.1, ΨΦ,ϕ in Proposition 3.1,

ΨΦ,ϕ
∼ in Proposition 3.3, and MAP

Φ,ϕ, E
AP
Φ,ϕ in Theorem 4.2.

(5) If S stands for a unital multiplicative semigroup and (ak)k∈F is a family
in S with finite F ⊂ Z = {. . . ,−1, 0, 1, . . .}, then we denote∏

k∈F

ak =
{
ak1 · · · akn if F = {k1, . . . , kn}, k1 < · · · < kn,
1A if F = ∅ .
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2. THE NON-COMMUTATIVE KHINTCHINE RECURRENCE THEOREM

The goal of this section is to give a proof for Theorem 1.2, a non-commutative
extension of the classical Khintchine recurrence theorem.

The main idea of the proof is to take advantage of the hilbertian structure
associated to a positive linear form ϕ on a C∗-algebra A, that is of the existence
of the GNS-representation πϕ : A → L(Hϕ) and the canonical cyclic vector ξϕ. In
order to translate the content of Theorem 1.2 in terms of Hϕ, we have to associate
to Φ a certain linear operator UΦ,ϕ on Hϕ:

Lemma 2.1. Let A be a C∗-algebra, ϕ a state on A, and Φ : A → A a
positive linear map such that ϕ ◦ Φ = ϕ.

(i) If ϕ
(
Φ(x)∗Φ(x)

)
6 ϕ(x∗x) for every x ∈ A, then there is a unique linear

contraction UΦ,ϕ on Hϕ such that

(2.1) UΦ,ϕ

(
πϕ(x)ξϕ

)
= πϕ

(
Φ(x)

)
ξϕ for all x ∈ A.

Moreover, UΦ,ϕξϕ = ξϕ and, denoting by PUΦ,ϕ the orthogonal projection onto

{ξ ∈ Hϕ : UΦ,ϕξ = ξ} = {ξ ∈ Hϕ : U∗Φ,ϕξ = ξ},
we have

UΦ,ϕP
UΦ,ϕ = PUΦ,ϕUΦ,ϕ = PUΦ,ϕ ,

1
n+ 1

n∑
k=0

Uk
Φ,ϕ

so−→ PUΦ,ϕ .

(ii) If Φ is multiplicative, hence a ∗-homomorphism, then UΦ,ϕ defined in
(i) is isometrical, UΦ,ϕU

∗
Φ,ϕ is equal to the orthogonal projection onto πϕ

(
Φ(A)

)
ξϕ

and belonging thus to the commutant πϕ

(
Φ(A)

)′ of πϕ(Φ(A)), and

(2.2) UΦ,ϕπϕ(a) = πϕ

(
Φ(a)

)
UΦ,ϕ for all a ∈ A.

Proof. (i) U = UΦ,ϕ is a well defined linear contraction because of the density
of πϕ(A)ξϕ in Hϕ and

‖πϕ(Φ(x))ξϕ‖2 = ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) = ‖πϕ(x)ξϕ‖2 for every x ∈ A.

Letting (uι)ι∈I a bounded left approximate unit for A, we have

‖ξϕ − Uπϕ(uι)ξϕ‖2 = ‖ξϕ − πϕ(Φ(uι))ξϕ‖2

= ‖ϕ‖+ ϕ(Φ(uι)∗Φ(uι))− 2Reϕ(Φ(uι))

6 ‖ϕ‖+ ϕ(u∗ιuι)− 2Reϕ(uι) → 0,

so Uπϕ(uι)ξϕ → ξϕ. Taking into account that πϕ(uι)ξϕ → ξϕ, it follows that
Uξϕ = ξϕ.

According to Section 144 in Chapitre X of [31] we have

{ξ ∈ Hϕ : Uξ = ξ} = {ξ ∈ Hϕ : U∗ξ = ξ}.
The orthogonal projection P = PU onto the above subspace clearly satisfies UP =
P and U∗P = P , which imply UP = PU = P . Finally,

1
n+ 1

n∑
k=0

Uk so−→ PU
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is exactly the statement of the mean ergodic theorem of von Neumann for U (see
e.g. [23], Theorem 1.1.4 or [29], Theorem 2.1.2 or [34], E.2.25).

(ii) By the multiplicativity of Φ we have

‖πϕ(Φ(x))ξϕ‖2 = ϕ(Φ(x)∗Φ(x)) = ϕ(Φ(x∗x)) = ϕ(x∗x) = ‖πϕ(x)ξϕ‖2, x ∈ A,

so U = UΦ,ϕ is isometrical. It follows that UU∗ is the orthogonal projection onto

UHϕ = Uπϕ(A)ξϕ = πϕ

(
Φ(A)

)
ξϕ.

For every a ∈ A and every x ∈ A we have

Uπϕ(a)πϕ(x)ξϕ =Uπϕ(ax)ξϕ = πϕ

(
Φ(ax)

)
ξϕ = πϕ

(
Φ(a)

)
πϕ

(
Φ(x)

)
ξϕ

=πϕ

(
Φ(a)

)
Uπϕ(x)ξϕ,

hence Uπϕ(a) = πϕ

(
Φ(a)

)
U.

We recall that the normal positive linear map Φ∗∗ : A∗∗ → A∗∗ is necessarily
s∗-continuous (see e.g. [35], 8.17 (17)). Taking into account that πϕ(A) is s∗-dense
in πϕ(A)′′ (see e.g. [35], 8.5), formula (2.1) implies by density

(2.3) UΦ,ϕ

(
πϕ(x)ξϕ

)
= πϕ

(
Φ∗∗(x)

)
ξϕ for all x ∈ A∗∗.

We notice also that

(2.4) πϕ

(
(Φ∗∗)n(1A∗∗)

)
ξϕ = ξϕ for all n ∈ N.

Indeed, since
(
πϕ(1A∗∗)ξϕ | πϕ(x)ξϕ

)
= ϕ(x∗1A∗∗) = (ξϕ | πϕ(x)ξϕ) for all x ∈ A,

by the density of πϕ(A)ξϕ in Hϕ we have πϕ(1A∗∗)ξϕ = ξϕ and it follows, for every
n ∈ N, πϕ

(
(Φ∗∗)n(1A∗∗)

)
ξϕ = Un

Φ,ϕπϕ(1A∗∗)ξϕ = ξϕ.
If Φ is multiplicative, then (2.2) implies by passing to the adjoints

(2.5) πϕ(a)U∗Φ,ϕ = U∗Φ,ϕπϕ

(
Φ(a)

)
for all a ∈ A.

Taking into account that U∗Φ,ϕUΦ,ϕ = 1Hϕ , it follows for every a ∈ A

(2.6) πϕ(a) = U∗Φ,ϕπϕ

(
Φ(a)

)
UΦ,ϕ, UΦ,ϕπϕ(a)U∗Φ,ϕ = πϕ

(
Φ(a)

)
UΦ,ϕU

∗
Φ,ϕ.

If Φ is a ∗-automorphism, then UΦ,ϕ is clearly unitary and therefore

(2.7) πϕ(Φ(a)) = UΦ,ϕπϕ(a)U∗Φ,ϕ, a ∈ A.

Proof of Theorem 1.2. Let U = UΦ,ϕ and PU = PUΦ,ϕ be as in Lemma 2.1.
For every x ∈ A and ε > 0, denoting ξ = πϕ(x)ξϕ, there exists nξ > 1 such that∥∥∥ 1

nξ + 1

nξ∑
k=0

Ukξ − PUξ
∥∥∥ 6

ε

‖ξ‖
.

For every l > nξ we have∥∥∥ 1
(nξ + 1)2

nξ∑
j,k=0

U l+k−jξ − PUξ
∥∥∥ =

∥∥∥ 1
nξ + 1

nξ∑
j=0

U l−j
( 1
nξ + 1

nξ∑
k=0

Ukξ − PUξ
)∥∥∥

6
∥∥∥ 1
nξ + 1

nξ∑
k=0

Ukξ − PUξ
∥∥∥ 6

ε

‖ξ‖
.
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Consequently

1
(nξ + 1)2

nξ∑
j,k=0

Reϕ(x∗Φl+k−j(x)) = Re
1

(nξ + 1)2

nξ∑
j,k=0

(U l+k−jξ | ξ)

= Re
( 1

(nξ + 1)2

nξ∑
j,k=0

(U l+k−jξ − PUξ | ξ)
)

+ Re(PUξ | ξ) >
∥∥PUξ

∥∥2 − ε.

On the other hand,( 1
n+ 1

n∑
j=0

U jξ
∣∣∣ ξϕ)

=
1

n+ 1

n∑
j=0

ϕ(Φj(x)) = ϕ(x), n > 1

implies by passing to the limit for n→∞,

(PUξ | ξϕ) = ϕ(x),

hence |ϕ(x)| 6 ‖PUξ‖ ‖ϕ‖ = ‖PUξ‖. It follows that

1
(nξ + 1)2

nξ∑
j,k=0

Reϕ(x∗Φl+k−j(x)) > |ϕ(x)|2 − ε,

so for each integer m > 1 there exist integers j(m), k(m) ∈ [0, nξ] such that

Reϕ(x∗Φmnξ+k(m)−j(m)(x)) > |ϕ(x)|2 − ε.

Therefore the statement of Theorem 1.2 holds with

N = {mnξ + k(m)− j(m) : m > 1 integer}.

Let us prove for multiplicative Φ also another variant of Theorem 1.2, a non-
commutative extension of [29], Chapter 4, Lemma 4.7. We recall that a subset N
of N is an IP-set if there exists a sequence p1, p2, . . . in N \ {0} for which

N = {pj1 + pj2 + · · ·+ pjn
: 1 6 j1 < j2 < · · · < jn, n > 1}.

The terminology is motivated by the fact that 0 together with all sums pj1 +pj2 +
· · ·+ pjn

form an infinite-dimensional parallelepiped,

{0, p1} ∪ {p2, p1 + p2} ∪ {p3, p1 + p3, p2 + p3, p1 + p2 + p3} ∪ · · · ,
where each set is a translate of the union of the preceding ones.

Proposition 2.2. Let A be a C∗-algebra, ϕ a state on A and Φ : A → A a
∗-homomorphism such that ϕ◦Φ = ϕ. Then, for every x ∈ A, every IP-set N ⊂ N
and every ε > 0, the set

{n ∈ N : Reϕ(x∗Φn(x)) > |ϕ(x)|2 − ε}
is infinite.

Proof. Suppose that N is generated by p1, p2, . . .. Choosing a sequence 1 =
j1 < j2 < · · · of integers such that

jk+1∑
j=jk+1

pj > nk =
jk∑

j=1

pj for every integer k > 1,
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the differences nk − nl belong to N for all 1 6 l < k, and

1 6 l < k, 1 6 l′ < k′, k < k′ ⇒ nk − nl < nk′ − nl′ .

Now let us assume that the set {n ∈ N : Reϕ(x∗Φn(x)) > |ϕ(x)|2 − ε} is
finite. Then there is k0 > 1 such that

Reϕ(Φnl(x)∗Φnk(x)) = Reϕ(x∗Φnk−nl(x)) < |ϕ(x)|2 − ε for k > l > k0.

Taking into account that, for all integers n, n′ > 1,(
πϕ(Φn(x))ξϕ − ϕ(x)ξϕ

∣∣πϕ(Φn′(x))ξϕ − ϕ(x)ξϕ
)

= ϕ
(
Φn′(x)∗Φn(x)

)
− ϕ(x)ϕ(Φn(x))− ϕ(x)ϕ(Φn′(x)) + |ϕ(x)|2 =

= ϕ
(
Φn′(x)∗Φn(x)

)
− |ϕ(x)|2,

it follows, for every integer m > k0,∥∥∥ k0+m−1∑
k=k0

(
πϕ(Φnk(x))ξϕ − ϕ(x)ξϕ

)∥∥∥2

=
k0+m−1∑
k,l=k0

(
πϕ(Φnk(x))ξϕ − ϕ(x)ξϕ

∣∣πϕ(Φnl(x))ξϕ − ϕ(x)ξϕ
)

=
k0+m−1∑
k,l=k0

(
ϕ(Φnl(x)∗Φnk(x))− |ϕ(x)|2

)

= m · ϕ(x∗x) + 2 ·
k0+m−1∑
l,k=k0

l<k

Reϕ(Φnl(x)∗Φnk(x))−m2 · |ϕ(x)|2

< m · ϕ(x∗x) + (m2 −m) · (|ϕ(x)|2 − ε)−m2 · |ϕ(x)|2

= m · (ϕ(x∗x)− |ϕ(x)|2)− (m2 −m) · ε,

hence (m− 1) · ε < ϕ(x∗x)− |ϕ(x)|2. But this inequality is not true for sufficiently
large m.

3. SPATIAL REPRESENTATION OF STATE PRESERVING POSITIVE LINEAR MAPS

Given a C∗-algebra A, a state ϕ on A, and a positive linear map Φ : A → A such
that ϕ ◦ Φ = ϕ, we are looking for a w-continuous map Ψ : πϕ(A)

w
→ πϕ(A)

w

satisfying Ψ
(
πϕ(a)

)
= πϕ

(
Φ(a)

)
for all a ∈ A. If such a map Ψ exists, it is uniquely

determined and positive.
Assuming that Φ is a ∗-automorphism, (2.7) yields that

Ψ = Ad(UΦ,ϕ) | πϕ(A)
w

is a map as required above. However, assuming only that Φ is a ∗-homomorphism,
it is in general not even true that πϕ

(
Φ(a)

)
is uniquely determined by πϕ(a).

Indeed, if we denote
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— by H a Hilbert space with orthonormal basis {ξj : j > 0} ∪ {ηj : j > 0},
— by p the orthogonal projection onto the closed linear span of {ξj : j > 0},
— A = {a ∈ L(H) : ap = pa},
— ϕ = ωξ0 |A,
— by U the linear isometry on H defined by Uξj = ξ2j , Uηj = ξ2j+1

— and by Φ the ∗-homomorphism A 3 x 7→ UxU∗ ∈ A,

then πϕ can be identified with A 3 a 7→ a|pH ∈ L(H) and we have for all a ∈ A:
‖Φ(a)|pH‖ = ‖UaU∗p‖ = ‖a‖. Consequently, if 0 6= a ∈ A and ap = 0, then
πϕ(a) = 0 but πϕ

(
Φ(a)

)
6= 0.

The situation changes if we assume that the support projection s(ϕ) of ϕ in
the second dual A∗∗ is central. We notice that this happens if and only if ξϕ is
cyclic also for the commutant πϕ(A)′, or equivalently, it is separating for πϕ(A)′′.
Indeed, since πϕ|z(ϕ)A∗∗ : z(ϕ)A∗∗ → πϕ(A)′′ is a ∗-isomorphism, it carries z(ϕ)
in 1Hϕ

, and s(ϕ) in the support of ωξϕ
|πϕ(A)′′, that is in the orthogonal projection

onto πϕ(A)′ξϕ. Consequently, s(ϕ) = z(ϕ) ⇔ πϕ(A)′ξϕ = Hϕ.
The following result answers the question raised at the beginning of the sec-

tion if s(ϕ) is central and the contraction condition (C) (as stated in Theorem 1.2)
is satisfied:

Proposition 3.1. Let A be a C∗-algebra, ϕ a state on A such that the
support s(ϕ) of ϕ in A∗∗ is central, and Φ : A → A a positive linear map such that
ϕ ◦ Φ = ϕ.

(i) If ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) for every x ∈ A, then there exists, for every
T ∈ πϕ(A)′′, a unique ΨΦ,ϕ(T ) ∈ πϕ(A)′′ such that ΨΦ,ϕ(T )ξϕ = UΦ,ϕTξϕ and
ΨΦ,ϕ : πϕ(A)′′ → πϕ(A)′′ is a normal positive linear map, carrying 1Hϕ in 1Hϕ

(hence of norm ‖ΨΦ,ϕ‖ 6 1), preserving ωξϕ |πϕ(A)′′ and satisfying ΨΦ,ϕ

(
πϕ(a)

)
=

πϕ

(
Φ∗∗(a)

)
for all a ∈ A∗∗.

(ii) If Φ is multiplicative, then πϕ

(
Φ(A)

)′′ = πϕ

(
Φ(A)

)
wo = πϕ

(
Φ(A)

)
so =

πϕ

(
Φ(A)

)
w is a von Neumann subalgebra of πϕ(A)′′ and the central support of

the projection UΦ,ϕU
∗
Φ,ϕ ∈ πϕ

(
Φ(A)

)′ in πϕ

(
Φ(A)

)′′ is 1Hϕ
. Therefore, for every

T ∈ πϕ(A)′′, ΨΦ,ϕ(T ) is the unique element of πϕ(Φ(A))′′ satisfying

ΨΦ,ϕ(T )UΦ,ϕU
∗
Φ,ϕ = UΦ,ϕTU

∗
Φ,ϕ.

In particular, πϕ(A)′′ 3 T 7→ ΨΦ,ϕ(T ) ∈ πϕ

(
Φ(A)

)′′ is a ∗-isomorphism.

Proof. We shall omit for convenience the subscript Φ, ϕ, writing simply
U = UΦ,ϕ.

(i) By the Kaplansky density theorem there is a net (aι)ι in A satisfying
‖aι‖ 6 ‖T‖ and πϕ(aι)

so−→ T , hence πϕ(aι)ξϕ → Tξϕ and then

πϕ(Φ(aι))ξϕ = Uπϕ(aι)ξϕ → UTξϕ.

If T0 is any weak operator limit point of the bounded net
(
πϕ(Φ(aι))

)
ι

then T0ξϕ
will be a weak limit point of the convergent net

(
πϕ(Φ(aι))ξϕ

)
ι
, hence T0ξϕ =

UTξϕ. It follows that the net
(
πϕ(Φ(aι))

)
ι

is weak operator convergent to some
Ψ(T ) ∈ πϕ(A)′′, which is uniquely determined by its value Ψ(T )ξϕ = UTξϕ.
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The map πϕ(A)′′ 3 T 7→ Ψ(T ) is clearly linear, of norm 6 ‖Φ‖, carrying 1Hϕ

in 1Hϕ and preserving ωξϕ |πϕ(A)′′. For every ξj = T ′jξϕ, T ′j ∈ πϕ(A)′, j = 1, 2,
the linear functional

πϕ(A)′′ 3 T 7→ (Ψ(T )ξ1 | ξ2) = (Ψ(T )ξϕ | (T ′1)∗T ′2ξϕ) = (Tξϕ | U∗(T ′1)∗T ′2ξϕ)

is wo-continuous and, using πϕ(A)′ξϕ = Hϕ, standard arguments (see e.g. [34],
Theorem 1.10) yield the w-continuity of Ψ. Since Ψ is an extension of πϕ(A) 3
πϕ(a) 7→ πϕ

(
Φ(a)

)
, it follows by density the positivity of Ψ and the equality

Ψ
(
πϕ(a)

)
= πϕ

(
Φ∗∗(a)

)
for all a ∈ A∗∗.

(ii) Since Ψ is w-continuous and πϕ(A) is w-dense in πϕ(A)′′, 1Hϕ = Ψ(1Hϕ)
belongs to the w-closure of the ∗-subalgebra πϕ

(
Φ(A)

)
of πϕ(A)′′. It follows that

πϕ

(
Φ(A)

)′′ = πϕ

(
Φ(A)

)
wo = πϕ

(
Φ(A)

)
so = πϕ

(
Φ(A)

)
w is a von Neumann subal-

gebra of πϕ(A)′′.
Furthermore, since the central support of the projection UU∗ ∈ πϕ

(
Φ(A)

)′
in πϕ

(
Φ(A)

)′′ is an element P ∈ πϕ(A)′′ leaving ξϕ fixed and the vector ξϕ is
separating for πϕ(A)′′, we have P = 1Hϕ .

We notice that, for multiplicative Φ, (2.2) and (2.5) imply

(3.1) UΦ,ϕT = ΨΦ,ϕ(T )UΦ,ϕ, TU
∗
Φ,ϕ = U∗Φ,ϕΨΦ,ϕ(T ) for all T ∈ πϕ(A)′′.

Let ϕ be a state on a C∗-algebra such that the support of ϕ in A∗∗ is central,
that is the vector ξϕ is separating for πϕ(A)′′. Then we have by the Tomita-
Takesaki theory of standard von Neumann algebras (see e.g. [34], Chapter 10 or
[3], Section 2.5):

(1) the densely defined antilinear operator πϕ(A)′′ξϕ 3 Tξϕ 7→ T ∗ξϕ has
closure Sϕ and Sϕ|πϕ(A)ξϕ = Sϕ;

(2) the adjoint S∗ϕ is the closure of πϕ(A)′ξϕ 3 T ′ξϕ 7→ T ′
∗
ξϕ;

(3) ∆ϕ = S∗ϕSϕ is a non-singular, positive, self-adjoint linear operator in Hϕ

(called the modular operator of ϕ) satisfying

∆it
ϕπϕ(A)′′∆−it

ϕ = πϕ(A)′′ for all t ∈ R;

(4) if Sϕ = Jϕ∆1/2
ϕ = ∆−1/2

ϕ Jϕ is the polar decomposition of Sϕ then Jϕ is
an involutive antilinear isometry (called the modular conjugation of ϕ) and

(3.2) Jϕπϕ(A)′′Jϕ = πϕ(A)′.

If σϕ denotes the modular automorphism group of ϕ then

(3.3) πϕ

(
σϕ

t (a)
)

= ∆it
ϕπϕ(a)∆−it

ϕ , t ∈ R, a ∈ A∗∗,

where πϕ stands also for the normal extension on A∗∗ of the GNS representation
of ϕ, that is for the GNS representation of ϕ considered as state on A∗∗. We recall
that ∆ϕ and Jϕ leave ξϕ fixed and σϕ acts identically on the center of A∗∗.

Now let A be a non-singular, positive, self-adjoint linear operator in a Hilbert
space H and put αt = Ad(Ait), t ∈ R. For every z ∈ C a linear operator αz can
be defined in L(H) as follows: (T, Tz) ∈ Graph(αz) means that R 3 t 7→ αt(T ) ∈
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L(H) has a w-continuous extension on the closed strip Sz = {ζ ∈ C : | Im ζ| 6
| Im z|, Im ζ ·Im z > 0} which is analytic in the interior, and whose value at z is Tz.

Then (see [6], Theorem 2.4 and Theorem 6.2, as well as [40], Theorem 1.6)

α−z = αz
−1 and αz1αz2 = αz1+z2 if Im z1 · Im z2 > 0,(3.4)

for T, Tz ∈ L(H) we have (T, Tz) ∈ Graph(αz) ⇔ TA−iz ⊂ A−izTz,(3.5)
for T in the domain of αz we have αz(T )∗ = αz(T ∗).(3.6)

In particular, if T is in the domain of αz then Sz 3 ζ 7→ αζ(T ) is bounded, so the
maximum principle yields that sup{‖αζ(T )‖ : ζ ∈ Sz} = max{‖T‖, ‖αz(T )‖}. We
notice also that, for T ∈ L(H),

(3.7) αi(T ) = T ⇔ αt(T ) = T for all t ∈ R.

Indeed, if αi(T ) = T then αt+i(T ) = αt(T ) for all t ∈ R, so R 3 t 7→ αt(T ) has a
bounded entire extension.

The next result on the eigenspaces of UΦ,ϕ and ΨΦ,ϕ extends Lemma 4.3
of [26]:

Proposition 3.2. Let A be a C∗-algebra, ϕ a state on A whose support in
A∗∗ is central, and Φ : A → A a positive linear map such that ϕ ◦ Φ = ϕ and

ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) for all x ∈ A.

Let further λ ∈ C, |λ| = 1, be arbitrary and let Pλ denote the orthogonal projection
onto

{
ξ ∈ Hϕ : UΦ,ϕξ = λξ

}
. Then

(3.8)
{
T ∈ πϕ(A)′′ : ΨΦ,ϕ(T ) = λT

}
ξϕ =

{
ξ ∈ Hϕ : UΦ,ϕξ = λξ

}
and there exists, for every T ∈ πϕ(A)′′, an Eλ(T ) ∈ πϕ(A)′′ such that

1
n+ 1

n∑
k=0

λ
k
Ψk

Φ,ϕ(T ) so−→ Eλ(T ), Eλ(T )ξϕ = PλTξϕ.

Moreover, Eλ is a w-continuous linear projection of norm 6 1 from πϕ(A)′′ onto{
T ∈ πϕ(A)′′ : ΨΦ,ϕ(T ) = λT

}
, which commutes with the modular automorphism

group R 3 t 7→ Ad(∆it
ϕ)|πϕ(A)′′ of ωξϕ

|πϕ(A)′′.

Proof. We shall again omit the subscripts Φ, ϕ, writing U = UΦ,ϕ and
Ψ = ΨΦ,ϕ.

First we prove the existence of Eλ. For let T ∈ πϕ(A)′′ be arbitrary. If T0 is

any wo-limit point of
(

1
n+1

n∑
k=0

λ
k
Ψk(T )

)
n>0

then T0 ∈ πϕ(A)′′, ‖T0‖ 6 ‖T‖ and

T0ξϕ = PλTξϕ, as

(3.9)
1

n+ 1

n∑
k=0

λ
k
Ψk(T )ξϕ =

1
n+ 1

n∑
k=0

λ
k
UkTξϕ

‖·‖−→ PλTξϕ

by the mean ergodic theorem. Therefore the sequence
(

1
n+1

n∑
k=0

λ
k
Ψk(T )

)
n>0

is weak operator convergent to some Eλ(T ) ∈ πϕ(A)′′ with ‖Eλ(T )‖ 6 ‖T‖
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and Eλ(T )ξϕ = PλTξϕ. Actually 1
n+1

n∑
k=0

λ
k
Ψk(T ) so−→ Eλ(T ); (3.9) yields that

1
n+1

n∑
k=0

λ
k
Ψk(T )ξ

‖·‖−→ Eλ(T )ξ for all ξ ∈ πϕ(A)′ξϕ and by πϕ(A)′ξϕ = Hϕ, this

convergence holds for all ξ ∈ Hϕ.
Since Ψ

(
Eλ(T )

)
ξϕ = UEλ(T )ξϕ = λEλ(T )ξϕ, we have Ψ

(
Eλ(T )

)
= λEλ(T ).

On the other hand, if Ψ(T ) = λT then
UTξϕ = Ψ(T )ξϕ = λTξϕ ⇒ Eλ(T )ξϕ = PλTξϕ = Tξϕ ⇒ Eλ(T ) = T.

Thus Eλ is a linear projection of πϕ(A)′′ onto
{
T ∈ πϕ(A)′′ : Ψ(T ) = λT

}
. Since

‖Eλ(T )‖ 6 ‖T‖, we have ‖Eλ‖ 6 1. The proof of the w-continuity of Eλ is similar
to that one of Ψ in Proposition 3.1.

First, for every ξj = T ′jξϕ, T ′j ∈ πϕ(A)′, j = 1, 2, the linear functional

πϕ(A)′′ 3 T 7→ (Eλ(T )ξ1 | ξ2) = (Eλ(T )ξϕ | (T ′1)∗T ′2ξϕ) = (Tξϕ | Pλ(T ′1)
∗T ′2ξϕ)

is wo-continuous. Using πϕ(A)′ξϕ = Hϕ, it follows that T 7→ (Eλ(T )ξ1 | ξ2) is
w-continuous for all ξ1, ξ2 ∈ Hϕ, which yields the w-continuity of Eλ.

Now we prove (3.8). Since the inclusion{
T ∈ πϕ(A)′′ : Ψ(T ) = λT

}
ξϕ ⊂

{
ξ ∈ Hϕ : Uξ = λξ

}
is trivial, we have to verify only the converse inclusion.

For let ξ ∈ Hϕ, Uξ = λξ and ε > 0 be arbitrary. Choosing T ∈ πϕ(A)′′ with
‖Tξϕ − ξ‖ 6 ε, we get

‖λk
Ψk(T )ξϕ − ξ‖ = ‖Uk(Tξϕ)− λkξ‖ = ‖Uk(Tξϕ − ξ)‖ 6 ε, k > 0,∥∥∥ 1

n+1

n∑
k=0

λ
k
Ψk(T )ξϕ − ξ

∥∥∥ =
∥∥∥ 1

n+1

n∑
k=0

(
λ

k
Ψk(T )ξϕ − ξ

)∥∥∥ 6 ε, n > 0.

Passing to limit for n→∞, it follows that ‖Eλ(T )ξϕ − ξ‖ 6 ε.
Finally, the commutation of Eλ with R 3 t 7→ Ad(∆it

ϕ)|πϕ(A)′′ follows once
we show that Pλ is left fixed by every σt = Ad(∆it

ϕ) : L(Hϕ) → L(Hϕ). Indeed,
then we have for every t ∈ R and T ∈ πϕ(A)′′:

Eλ(∆it
ϕT∆−it

ϕ )ξϕ = Pλ∆it
ϕTξϕ = ∆it

ϕPλTξϕ = ∆it
ϕEλ(T )∆−it

ϕ ξϕ.

For we notice that, for every T ∈ πϕ(A)′′,

Eλ(T ∗) = wo- lim
n→∞

1
n+ 1

n∑
k=0

λ
k
Ψk(T ∗)

= wo- lim
n→∞

1
n+ 1

( n∑
k=0

λΨk(T )
)∗

= Eλ(T )∗,

so PλSϕTξϕ = PλT
∗ξϕ = Eλ(T ∗)ξϕ = Eλ(T )∗ξϕ = SϕEλ(T )ξϕ = SϕPλTξϕ. It

follows that
Pλ∆−1/2

ϕ Jϕ = PλSϕ ⊂ SϕPλ = ∆−1/2
ϕ JϕPλ, that is Pλ∆−1/2

ϕ ⊂ ∆−1/2
ϕ JϕPλJϕ.

Now (3.5) implies that Pλ belongs to the domain of σ−i/2 and σ−i/2(Pλ) = JϕPλJϕ.
Using (3.6) and (3.4), we get successively:

σi/2(Pλ) = σ−i/2(Pλ)∗ = JϕPλJϕ = σ−i/2(Pλ), σi(Pλ) = Pλ.

Thus, according to (3.7), Pλ is left fixed by σ.
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Let us also discuss the commutation of σϕ with ϕ-preserving positive linear
maps.

Proposition 3.3. Let A be a C∗-algebra, ϕ a state on A such that the
support s(ϕ) of ϕ in A∗∗ is central, and Φ : A → A a positive linear map such that
ϕ ◦ Φ = ϕ.

(i) If ϕ(Φ(x)∗Φ(x)) 6 ϕ(x∗x) for every x ∈ A, then the following conditions
are equivalent:

(a) s(ϕ)Φ∗∗ commutes with σϕ;
(b) UΦ,ϕ∆it

ϕ = ∆it
ϕUΦ,ϕ for all t ∈ R;

(c) UΦ,ϕ commutes with Jϕ;
(d) for every T ′ ∈ πϕ(A)′ there is a (necessarily unique) Ψ

′

Φ,ϕ(T ′) ∈
πϕ(A)′ such that Ψ

′

Φ,ϕ(T ′)ξϕ = UΦ,ϕT
′ξϕ and Ψ

′

Φ,ϕ(T ′)∗ξϕ = UΦ,ϕT
′∗ξϕ;

(e) for every T ∈ πϕ(A)′′ there is a (necessarily unique) Ψ∼
Φ,ϕ(T ) ∈

πϕ(A)′′ such that Ψ∼
Φ,ϕ(T )ξϕ = U∗Φ,ϕTξϕ.

Moreover, Ψ
′

Φ,ϕ : πϕ(A)′ → πϕ(A)′ in (d) and Ψ∼
Φ,ϕ : πϕ(A)′′ → πϕ(A)′′ in

(e) are normal positive linear maps preserving ωξϕ
|πϕ(A)′′, whenever they exist.

(ii) If Φ is multiplicative, then the conditions in (i) are equivalent also with
each one of the following:

(f) U∗Φ,ϕTUΦ,ϕ ∈ πϕ(A)′′ for all T ∈ πϕ(A)′′;
(g) ∆it

ϕπϕ

(
Φ(A)

)′′∆−it
ϕ ⊂ πϕ

(
Φ(A)

)′′ for all t ∈ R.
In this case ΨΦ,ϕ

∼ = Ad(U∗Φ,ϕ)|πϕ(A)′′ is a left inverse of ΨΦ,ϕ and ΨΦ,ϕ ◦ΨΦ,ϕ
∼

is a normal conditional expectation from πϕ(A)′′ onto πϕ

(
Φ(A)

)′′.
Proof. We shall omit the subscripts Φ, ϕ, writing U = UΦ,ϕ,Ψ = ΨΦ,ϕ, and

further, Ψ′ = Ψ
′

Φ,ϕ,Ψ
∼ = ΨΦ,ϕ

∼.
(i) For (a) ⇔ (b). We notice that (a) means

πϕ

(
Φ∗∗

(
σϕ

t (x)
))

= πϕ

(
σϕ

t

(
Φ∗∗(x)

))
for all t ∈ R and x ∈ A∗∗.

Since, according to (2.3) and (3.3),

πϕ

(
Φ∗∗

(
σϕ

t (x)
))
ξϕ = Uπϕ

(
σϕ

t (x)
)
ξϕ = U∆it

ϕπϕ(x)ξϕ,

πϕ

(
σϕ

t

(
Φ∗∗(x)

))
ξϕ = ∆it

ϕπϕ

(
Φ∗∗(x)

)
ξϕ = ∆it

ϕUπϕ(x)ξϕ

and the vector ξϕ is cyclic and separating for πϕ(A)′′, (a) is equivalent with (b).
For (b) ⇒ (c). Condition (b) yields by standard arguments (see e.g. [34],

E.9.23) that U∆1/2
ϕ ⊂ ∆1/2

ϕ U. Using now (2.1), it follows for every x ∈ A

UJϕπϕ(x)ξϕ = UJϕSϕπϕ(x∗)ξϕ = U∆1/2
ϕ πϕ(x∗)ξϕ

= ∆1/2
ϕ Uπϕ(x∗)ξϕ = ∆1/2

ϕ πϕ

(
Φ(x∗)

)
ξϕ

= JϕSϕπϕ

(
Φ(x∗)

)
ξϕ = Jϕπϕ

(
Φ(x)

)
ξϕ = JϕUπϕ(x)ξϕ

and we conclude that UJϕ = JϕU .
For (c) ⇒ (d) and the properties of Ψ′: By (3.2) we have

Ψ′(T ′) = JϕΨ(JϕT
′Jϕ)Jϕ ∈ πϕ(A)′, T ′ ∈ πϕ(A)′, JϕT

′Jϕ ∈ πϕ(A)′′
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and using (c) we get also Ψ′(T ′)ξϕ = JϕU(JϕT
′Jϕ)ξϕ = UT ′ξϕ. Clearly,

Ψ′ : πϕ(A)′ 3 T ′ 7→ JϕΨ(JϕT
′Jϕ)Jϕ ∈ πϕ(A)′

is a normal positive linear map.
For (d) ⇒ (b). By (2.1) and by (d), we have for every x ∈ A and T ′ ∈ πϕ(A)′

(3.10)
USϕπϕ(x)ξϕ = πϕ

(
Φ(x∗)

)
ξϕ = Sϕπϕ

(
Φ(x)

)
ξϕ = SϕUπϕ(x)ξϕ,

US∗ϕT
′ξϕ = UT ′

∗
ξϕ = Ψ′(T ′)∗ξϕ = S∗ϕΨ′(T ′)ξϕ = S∗ϕUT

′ξϕ.

so

(3.11) USϕ ⊂ SϕU, US∗ϕ ⊂ S∗ϕU.

Now (3.11) implies U∆ϕ ⊂ ∆ϕU , which is equivalent to (b) (see again [34], E.9.23).
For (d) and the properties of Ψ′ ⇒(e) and the properties of Ψ∼:
First we show that for every 0 6 T ∈ πϕ(A)′′ there is some 0 6 Ψ∼(T ) ∈

πϕ(A)′′ such that Ψ∼(T )ξϕ = U∗Tξϕ. Indeed, since we have

(3.12)
(T ′U∗Tξϕ | T ′ξϕ) = (Tξϕ | UT ′

∗
T ′ξϕ) = (Tξϕ | Ψ′(T ′∗T ′)ξϕ)

= (Ψ′(T ′∗T ′)1/2TΨ′(T ′∗T ′)1/2ξϕ | ξϕ)

for all T ′ ∈ πϕ(A)′, the linear operator L0
U∗Tξϕ

: πϕ(A)′ξϕ 3 T ′ξϕ 7→ T ′U∗Tξϕ is
positive and it follows that its Friedrichs extension Ψ∼(T ) is affiliated to πϕ(A)′′
(see [34], 10.8 and 10.9). But, again by (3.12),(

L0
U∗Tξϕ

(T ′ξϕ) | T ′ξϕ
)

6 ‖T‖ · ‖T ′ξϕ‖2, T ′ ∈ πϕ(A)′,

so, for every ξ ∈ Hϕ, if (T ′n)n>1 is a sequence in πϕ(A)′ with T ′nξϕ → ξ then
we have automatically lim

n,k→∞

(
L0

U∗Tξϕ
(T ′nξϕ − T ′kξϕ) | T ′nξϕ − T ′kξϕ

)
= 0. By the

Friedrichs extension theorem, as formulated in [34], 9.6, it follows that the domain
of Ψ∼(T ) is Hϕ, that is Ψ∼(T ) ∈ πϕ(A)′′. Clearly, Ψ∼(T )ξϕ = L0

U∗Tξϕ
ξϕ = U∗Tξϕ.

Thus we have a positive linear map πϕ(A)′′ 3 T 7→ Ψ∼(T ) ∈ πϕ(A)′′ satisfy-
ing Ψ∼(T )ξϕ = U∗Tξϕ. The proof of the normality of Ψ∼ is completely similar to
that one of Ψ in Proposition 3.1 and of Eλ in Proposition 3.2.

(e) ⇒ (b) is similar to (d) ⇒ (b). By (2.1) we have (3.10) for all x ∈ A and it
follows that USϕ ⊂ SϕU . On the other hand, by (e) we have for every T ∈ πϕ(A)′′

U∗SϕTξϕ = U∗T ∗ξϕ = Ψ∼(T ∗)ξϕ = SϕΨ∼(T )ξϕ = SϕU
∗Tξϕ,

so U∗Sϕ ⊂ SϕU
∗ and it follows that US∗ϕ ⊂ (SϕU

∗)∗ ⊂ (U∗Sϕ)∗ = S∗ϕU (see e.g.
[34], 9.2). We conclude that (3.11) holds, which implies (b) as in the proof of (d)
⇒ (b).

(ii) Let us now assume that Φ is multiplicative.
For (c) ⇒ (f). By (2.2) and (2.5), we have U∗πϕ(A)′U ⊂ U∗πϕ

(
Φ(A)

)′
U ⊂

πϕ(A)′ and, taking into account (c) and (3.2), it follows that

U∗TU = JϕU
∗JϕTJϕUJϕ ∈ πϕ(A)′′ for all T ∈ πϕ(A)′′,

and taking into account that U∗JϕTJϕU , we get JϕTJϕ ∈ πϕ(A)′.
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On the other hand, if (f) holds then (e) is satisfied with Ψ∼(T ) = Ad(U∗)(T )
and (3.1) implies that Ψ∼ is a left inverse of Ψ. Furthermore, using (3.1) we get
for every T−1, T0, T1 ∈ πϕ(A)′′

(3.13)
Ψ∼(

Ψ(T−1)T0Ψ(T1)
)

= U∗Ψ(T−1)T0Ψ(T1)U

= T−1U
∗T0UT1 = T−1Ψ

∼(T0)T1,

which implies that (Ψ◦Ψ∼)
(
Ψ(T−1)T0Ψ(T1)

)
= Ψ(T−1)(Ψ◦Ψ∼)(T0)Ψ(T1). There-

fore Ψ ◦Ψ∼ is a conditional expectation onto Ψ
(
πϕ(A)′′

)
= πϕ

(
Φ(A)

)′′.
For (b) ⇒ (g). We have for every T ∈ πϕ(A)′′ and t ∈ R

∆it
ϕΨ(T )∆−it

ϕ ξϕ = ∆it
ϕUTξϕ = U∆it

ϕTξϕ = Ψ(∆it
ϕT∆−it

ϕ )ξϕ,

so ∆it
ϕΨ(T )∆−it

ϕ = Ψ(∆it
ϕT∆−it

ϕ ) ∈ Ψ
(
πϕ(A)′′

)
= πϕ

(
Φ(A)

)′′.
For (g) ⇒ (a). Let σ and σΨ denote the modular automorphism groups of

ωξϕ |πϕ(A)′′ respectively ωξϕ |πϕ

(
Φ(A)

)′′. Since ωξϕ |πϕ

(
Φ(A)

)′′ satisfies the KMS
condition with respect to R 3 t 7→ σt|πϕ

(
Φ(A)

)′′ = Ad(∆it
ϕ)|πϕ

(
Φ(A)

)′′, we have
σΨ

t = σt|πϕ

(
Φ(A)

)′′ for all t ∈ R. Now, Ψ : πϕ(A)′′ → πϕ

(
Φ(A)

)′′ being a ∗-
isomorphism which leaves ωξϕ invariant, it follows that Ψ ◦ σt = σΨ

t ◦Ψ = σt ◦Ψ
for all t ∈ R.

We notice that (3.13) implies by induction over k > 1

(Ψ∼)k
(
Ψk(T−1)T0Ψk(T1)

)
= T−1(Ψ

∼)k(T0)T1, T−1, T0, T1 ∈ πϕ(A)′′

and it follows that

(3.14) ϕ
(
Φk(y1)xΦk(y2)

)
= ωξϕ

(
πϕ(y1)(Ψ

∼)k
(
πϕ(x)

)
πϕ(y2)

)
, x, y1, y2 ∈ A.

4. ALMOST PERIODICITY

If U is a linear contraction on a Hilbert space H then

HU
AP =

{
ξ ∈ H : {Un(ξ) : n ∈ N} is relatively norm-compact

}
is clearly a closed linear subspace of H, left invariant by U . Moreover, if U is
isometrical then Corollaries 9.10 and 9.6 imply that

(4.1)
HU

AP =
{
ξ ∈ H : {n ∈ N : ‖Un(ξ)− ξ‖ 6 ε} is relatively dense ∀ε > 0

}
= the closed linear span of all eigenvectors of U,

so in particular we have UHU
AP = HU

AP. We notice that the decomposition H =
HU

AP⊕
(
H	HU

AP

)
is a particular case of the general splitting theorem of K. Jacobs,

K. de Leeuw and I. Glicksberg (see e.g. [23], Theorems 2.4.4 and 2.4.5).
Given a state preserving C∗-dynamical system (A, ϕ,Φ) with central s(ϕ),

in this section we investigate the lifting of (Hϕ)UΦ,ϕ

AP in πϕ(A)′′, that is the set of
all those T ∈ πϕ(A)′′ for which Tξϕ ∈ (Hϕ)UΦ,ϕ

AP . As application we shall prove a
multiple recurrence result for the operators in the above set.

The following general result is of interest in itself.
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Lemma 4.1. Let H be a Hilbert space, M ⊂ L(H) a w-closed linear sub-
space, ξ0 ∈ H a vector with M′ξ0 = H and U : H 7→ H a linear isometry such
that Mξ0 ⊂ HU

AP. Then the set G of all linear contractions Θ : M→M satisfying

Θ(T )ξ0 ∈ {UnTξ0 : n ∈ N} for all T ∈M,

endowed with the topology of the pointwise so-convergence, is a compact topological
group with respect to composition, having the identical map of M as neutral ele-
ment. Moreover, every Θ ∈ G is w-continuous and G has the following recurrence
property:

For every integer p > 1, Θ1, . . . ,Θp ∈ G, T1, . . . , Tp ∈ M, ξ1, . . . , ξp ∈ H
and ε > 0, there exists a relatively dense N ⊂ N with

‖Θn
j (Tj)ξj − Tjξj‖ 6 ε for all 1 6 j 6 p and n ∈ N .

Proof. Let Θ ∈ G be arbitrary. Then we have, for every T ∈M,

Θ(T )ξ0 ∈ {UnTξ0 : n ∈ N} ⊂ {ξ ∈ H : ‖ξ‖ = ‖Tξ0‖},
hence ‖Θ(T )ξ0‖ = ‖Tξ0‖. Consequently there exists a well defined linear isometry
UΘ : Mξ0 →Mξ0 such that UΘ(Tξ0) = Θ(T )ξ0 for all T ∈M.

If Θ1,Θ2 ∈ G then also Θ1 ◦Θ2 : M→M belongs to G:

(Θ1 ◦Θ2)(T )ξ0 ∈ {UnΘ2(T )ξ0 : n ∈ N} ⊂ {Un+kTξ0 : n, k ∈ N}, T ∈M.

Since the identical map on M clearly belongs to G, it follows that G is a semigroup
with respect to composition, having the identical map of M as neutral element.
Moreover, UΘ1◦Θ2 = UΘ1UΘ2 for all Θ1,Θ2 ∈ G. In particular, if Θ ∈ G then we
have Θn ∈ G and UΘn = Un

Θ for all n > 1, hence

{Un
Θ(Tξ0) : n ∈ N} = {UΘn(Tξ0) : n ∈ N} = {Θn(T )ξ0 : n ∈ N}

is contained in the norm-compact set {UnTξ0 : n ∈ N}. Consequently,

(4.2) Mξ0 ⊂
(
Mξ0

)UΘ

AP
, Θ ∈ G.

The proof of the w-continuity of every Θ ∈ G is similar to that one of ΨΦ,ϕ

in Proposition 3.1: for every ξj = T ′jξ0, T
′
j ∈M′, j = 1, 2, the linear functional

M3 T 7→ (Θ(T )ξ1 | ξ2) = (Θ(T )ξ0 | (T ′1)∗T ′2ξ0) = (Tξ0 | (UΘ)∗(T ′1)
∗T ′2ξ0),

where (UΘ)∗ denotes the adjoint of UΘ considered an applicationMξ0 → H, is wo-
continuous and, usingM′ξ0 = H, standard arguments (see e.g. [34], Theorem 1.10)
yield the desired w-continuity.

For the recurrence property of G, let p > 1, Θ1, . . . ,Θp ∈ G, T1, . . . , Tp ∈M,
ξ1, . . . , ξp ∈ H and ε > 0 be arbitrary. Choose first T ′1, . . . , T

′
p ∈M′ such that

(4.3) ‖ξj − T ′jξ0‖ 6
ε

3‖Tj‖
, 1 6 j 6 p.

Taking into account (4.2), by (the remark after) Corollary 9.10 we get a relatively
dense set N ⊂ N such that

(4.4) ‖Θn
j (Tj)ξ0 − Tjξ0‖ = ‖Un

Θj
(Tjξ0)− Tjξ0‖ 6

ε

3‖T ′j‖
, 1 6 j 6 p, n ∈ N .
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Now (4.3) and (4.4) yield for all 1 6 j 6 p and n ∈ N :

‖Θn
j (Tj)ξj − Tjξj‖

6
∥∥Θn

j (Tj)
(
ξj − T ′jξ0

)∥∥ +
∥∥T ′j(Θn

j (Tj)ξ0 − Tjξ0
)∥∥ +

∥∥Tj

(
T ′jξ0 − ξj

)∥∥
6 ‖Tj‖ ·

ε

3‖Tj‖
+ ‖T ′j‖ ·

ε

3‖T ′j‖
+ ‖Tj‖ ·

ε

3‖Tj‖
= ε.

In order to prove the pointwise so-compactness of G, we notice that the
topology of the pointwise so-convergence on G is defined by the pseudo-metrics

G × G 3 (Θ1,Θ2) 7→ ‖Θ1(T )ξ0 −Θ2(T )ξ0‖, T ∈M :

the proof is standard by using M′ξ0 = H and the inequality

‖Θ1(T )ξ −Θ2(T )ξ‖
6

∥∥Θ1(T )
(
ξ − T ′ξ0

)∥∥ +
∥∥T ′(Θ1(T )ξ0 −Θ2(T )ξ0

)∥∥ +
∥∥Θ2(T )

(
T ′ξ0 − ξ

)∥∥
6 2 · ‖T‖ · ‖ξ − T ′ξ0‖+ ‖T ′‖ · ‖Θ1(T )ξ0 −Θ2(T )ξ0‖,

valid for all T ∈ G, ξ ∈ H and T ′ ∈ M′. It follows that the map G 3 Θ 7→(
Θ(T )ξ0

)
T
∈

∏
T∈M

{UnTξ0 : n ∈ N} is a homeomorphism onto its range, where on

the range space the product topology of the compact norm-topologies is considered.
Thus the compactness of G will follow once we show that the range of the above
map is closed.

For let
(
ξ(T )

)
T

be an element of the closure of the range. Then there is a
net (Θι)ι in G such that, for every T ∈M, Θι(T )ξ0 → ξ(T ) in the norm-topology.
It follows that Θι(T )T ′ξ0 = T ′Θι(T )ξ0 → T ′ξ(T ) for all T ∈ M, T ′ ∈ M′ and,
using the inequality

|Θι1(T )ξ −Θι2(T )ξ‖ 6 2 · ‖T‖ · ‖ξ − T ′ξ0‖+ ‖T ′‖ · ‖Θι1(T )ξ0 −Θι2(T )ξ0‖,

it is easy to verify that
(
Θι(T )ξ

)
ι
is a Cauchy sequence for all T ∈M and ξ ∈ H.

For every T ∈ M, H 3 ξ 7→ lim
ι

Θι(T )ξ ∈ H is a bounded linear operator Θ(T )

with ‖Θ(T )‖ 6 ‖T‖. Since M3 Θι(T ) so−→ Θ(T ) and the closed balls in M are so-
closed, we have Θ(T ) ∈M for all t ∈M. Now an easy verification shows that the
obtained map Θ : M→M belongs to G. Clearly, Θ(T )ξ0 = lim

ι
Θι(T )ξ0 = ξ(T )

for all T ∈M.
Next we prove that the semigroup operation on G is continuous. Indeed, we

have for any Θ1,Θ2,Θ′
1,Θ

′
2 ∈ G and T ∈M∥∥(

Θ1 ◦Θ′
1

)
(T )ξ0 −

(
Θ2 ◦Θ′

2

)
(T )ξ0

∥∥
6

∥∥Θ1

(
Θ′

1(T )
)
ξ0 −Θ1

(
Θ′

2(T )
)
ξ0

∥∥ +
∥∥Θ1

(
Θ′

2(T )
)
ξ0 −Θ2

(
Θ′

2(T )
)
ξ0

∥∥
=

∥∥UΘ1

(
Θ′

1(T )ξ0 −Θ′
2(T )ξ0

)∥∥ +
∥∥Θ1

(
Θ′

2(T )
)
ξ0 −Θ2

(
Θ′

2(T )
)
ξ0

∥∥
=

∥∥Θ′
1(T )ξ0 −Θ′

2(T )ξ0
∥∥ +

∥∥Θ1

(
Θ′

2(T )
)
ξ0 −Θ2

(
Θ′

2(T )
)
ξ0

∥∥.
Finally we prove that every Θ ∈ G is invertible and Θ−1 belongs to G. Indeed,

according to the above proved recurrence property of G, for every finite F ⊂ M
and every ε > 0 there exists some integer n(F , ε) > 1 such that

‖Θn(F,ε)(T )ξ0 − Tξ0‖ 6 ε for all T ∈ F .
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Then the net
(
Θn(F,ε)

)
(F,ε)

(where (F , ε) 6 (F ′, ε′) means that F ⊂ F ′ and
ε > ε′) converges in G to the identity map on M, that is to the neutral element of
the semigroup G. It follows that, for any limit point Θ′ of the net

(
Θn(F,ε)−1

)
(F,ε)

in G, we have Θ ◦Θ′ = Θ′ ◦Θ = the identity map on M.
Now, since G is a group with respect to composition and the composition is

continuous with respect to the compact topology of G, according to a theorem of
R. Ellis ([10], see also [11], [27], Section 3 and [5], Section 4), we infer that G is
actually a compact topological group.

Now we prove the main result of this section.

Theorem 4.2. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system such
that the support s(ϕ) of ϕ in A∗∗ is central and let us denote

PAP
Φ,ϕ = the orthogonal projection of Hϕ onto (Hϕ)UΦ,ϕ

AP ,

MAP
Φ,ϕ =

{
T ∈ πϕ(A)′′ : Tξϕ ∈ (Hϕ)UΦ,ϕ

AP

}
,

AAP
Φ,ϕ = the linear span of

⋃
λ∈C
|λ|=1

{
T ∈ πϕ(A)′′ : ΨΦ,ϕ(T ) = λT

}
.

Then:
(i) MAP

Φ,ϕξϕ = (Hϕ)UΦ,ϕ

AP ;
(ii) AAP

Φ,ϕ is a ∗-subalgebra of πϕ(A)′′ containing 1Hϕ
, whose w-closure is

MAP
Φ,ϕ;

(iii) MAP
Φ,ϕ is a von Neumann algebra, which is left invariant by the modular

automorphism group R 3 t 7→ Ad(∆it
ϕ)|πϕ(A)′′ of ωξϕ

|πϕ(A)′′;
(iv) ΨΦ,ϕ|MAP

Φ,ϕ is a ∗-automorphism of MAP
Φ,ϕ;

(v) there is a normal conditional expectation EAP
Φ,ϕ of πϕ(A)′′ onto MAP

Φ,ϕ,
which preserves ωξϕ

|πϕ(A)′′ and it is uniquely defined by

(4.5) EAP
Φ,ϕ(T )ξϕ = PAP

Φ,ϕTξϕ, T ∈ πϕ(A)′′

and commutes with ΨΦ,ϕ.
Moreover:

(UR) For any integers p > 1 and m1, . . . ,mp > 1, T1, . . . , Tp ∈MAP
Φ,ϕ, ξ1, . . . , ξp ∈

Hϕ and ε > 0, there exists a relatively dense N ⊂ N with

‖Ψmj ·n
Φ,ϕ (Tj)ξj − Tjξj‖ 6 ε for all 1 6 j 6 p and n ∈ N .

Proof. We shall write for convenience U = UΦ,ϕ, Ψ = ΨΦ,ϕ, PAP = PAP
Φ,ϕ,

MAP = MAP
Φ,ϕ, AAP = AAP

Φ,ϕ and EAP = EAP
Φ,ϕ.

Clearly, AAP is a ∗-subalgebra of πϕ(A)′′ containing 1Hϕ and contained in
MAP. By Proposition 3.1 and by (4.1) we have
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AAPξϕ = the closed linear span of all eigenvectors of U = (Hϕ)U
AP,

so MAPξϕ = (Hϕ)U
AP.

MAP is plainly a wo-closed, hence w-closed linear subspace of πϕ(A)′′, left
invariant by Ψ. In the sequel we prove the w-density ofAAP inMAP. In particular,
it will follow that MAP is a von Neumann algebra.

Let G denote the set of all linear contractions Θ : MAP →MAP satisfying

Θ(T )ξϕ ∈ {UnTξϕ : n ∈ N} for all T ∈MAP.

By Lemma 4.1, every Θ ∈ G is w-continuous and G is a compact topological group
with respect to composition and the topology of the pointwise so-convergence,
having the identical map on MAP as neutral element. Since Ψ(T )ξϕ = UTξϕ,
Ψ|MAP belongs to G. Therefore Ψ|MAP : MAP → MAP is invertible and Z 3
n 7→ (Ψ|MAP)n ∈ G is a group homomorphism.

Let B(Z) denote the Bohr compactification of the discrete additive group Z,
and n 7→ b(n) the canonical imbedding of Z into B(Z) (see e.g. [32], Section 1.8).
We notice that the dual map of the above imbedding is a group isomorphism of the
discrete group B̂(Z) onto the compact multiplicative group Ẑ = {λ ∈ C : |λ| = 1}.
Let g 7→ 〈g, λ〉 denote the continuous character on B(Z) corresponding to λ ∈ Ẑ,
so that 〈b(n), λ〉 = λn.

By the universality property of the Bohr compactification (see e.g. [9], Sec-
tion 16.1) there exists a continuous group homomorphism B(Z) 3 g 7→ ρ(g) ∈ G
such that (Ψ|MAP)n = ρ(b(n)) for all n ∈ Z. Denoting the normalized Haar
measure of B(Z) by m, let us consider the weak integrals

Tλ = w-
∫

B(Z)

〈g, λ〉ρ(g)(T ) dm(g) ∈MAP, T ∈MAP, λ ∈ Ẑ.

It is easily seen that ρ(g)
(
Tλ

)
= 〈g, λ〉Tλ, hence Ψ

(
Tλ

)
= ρ(b(1))

(
Tλ

)
= λTλ, and

so Tλ ∈ AAP. Therefore the w-density of AAP in MAP follows if we show that
every T ∈ MAP belongs to the w-closed linear span of {Tλ : λ ∈ Ẑ}. But this
follows easily by using the Hahn-Banach theorem.

If ψ is a w-continuous linear functional on MAP vanishing on A, then the
Fourier coefficients of the continuous function B(Z) 3 g 7→ ψ

(
ρ(g)(T )

)
are∫

B(Z)

〈g, λ〉ψ
(
ρ(g)(T )

)
dm(g) = ψ

(
Tλ

)
= 0, λ ∈ Ẑ

and the uniqueness theorem for Fourier transforms (see e.g. [32], 1.7.3 (b)) yields
that it vanishes identically. In particular, ψ(T ) = ψ

(
ρ(b(0))(T )

)
= 0.

Next we notice that, according to Proposition 3.2, the modular automor-
phism group of ωξϕ |πϕ(A)′′ leaves {T ∈ πϕ(A)′′ : Ψ(T ) = λT} invariant for any
λ ∈ C, |λ| = 1, so it leaves AAP, and also the w-closure MAP of this, invariant. By
a well known result of M. Takesaki (see [38]) it follows the existence of a normal
conditional expectation EAP of πϕ(A)′′ onto MAP

Φ,ϕ, which preserves ωξϕ
|πϕ(A)′′.
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For (4.5) we notice that, for every T ∈ πϕ(A)′′, EAP(T )ξϕ ∈ (Hϕ)U
AP by the

definition of MAP, and Tξϕ− EAP(T )ξϕ is orthogonal to (Hϕ)U
AP because(

Tξϕ − EAP(T )ξϕ
∣∣T0ξϕ

)
=

(
T ∗0 Tξϕ − EAP(T ∗0 T )ξϕ

∣∣ ξϕ)
= 0

for all T0 ∈ MAP and MAPξϕ = (Hϕ)U
AP. The commutation of EAP with Ψ

follows by using the commutation of PAP with U :

EAP
(
Ψ(T )

)
ξϕ = PAPUTξϕ = UPAPξϕ = Ψ

(
EAP(T )

)
ξϕ.

On the other hand, since the injective normal ∗-endomorphism Ψ of πϕ(A)′′

maps AAP onto itself, it follows that Ψ maps MAP = AAP
w

bijectively onto itself.
Finally, applying to G the recurrence property from Lemma 4.1 with Θj =

(Ψ|MAP)mj , the uniform recurrence property (UR) follows.

It follows that the operators in MAP
Φ,ϕ have a strong multiple recurrence

property:

Corollary 4.3. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system
such that s(ϕ) ∈ A∗∗ is central. Then, for any integers p > 1 and m1, . . . ,mp > 1,
T1, . . . , Tp ∈ MAP

Φ,ϕ, S1, . . . , Sp−1 ∈ L(Hϕ), ξ ∈ Hϕ and ε > 0, there exists a
relatively dense subset N of N such that∥∥Ψm1·n

Φ,ϕ (T1)S1Ψm2·n
Φ,ϕ (T2)S2 · · ·Ψ

mp·n
Φ,ϕ (Tp)ξ − T1S1T2S2 · · ·Tpξ

∥∥ 6 ε

for all n ∈ N .

Proof. We shall write simply Ψ = ΨΦ,ϕ.
Applying (UR) from Theorem 4.2 with ξj = SjTj+1Sj+1 · · ·Tpξ, we get a

relatively dense N ⊂ N such that∥∥(
Ψmj ·n(Tj)− Tj

)
SjTj+1Sj+1 · · ·Tpξ

∥∥ 6 ε
( p∑

j=1

‖T1‖ ‖S1‖ · · · ‖Tj−1‖ ‖Sj−1‖
)−1

for all 1 6 j 6 p and n ∈ N (where ‖T1‖ ‖S1‖ · · · ‖Tj−1‖ ‖Sj−1‖ = 1 for j = 1).
Since

Ψm1·n(T1)S1Ψm2·n(T2)S2 · · ·Ψmp·n(Tp)− T1S1T2S2 · · ·Tp

=
p∑

j=1

Ψm1·n(T1)S1 · · ·Ψmj−1·n(Tj−1)Sj−1

(
Ψmj ·n(Tj)− Tj

)
SjTj+1Sj+1 · · ·Tp,

it follows for every n ∈ N :∥∥Ψm1·n
Φ,ϕ (T1)S1Ψm2·n

Φ,ϕ (T2)S2 · · ·Ψ
mp·n
Φ,ϕ (Tp)ξ − T1S1T2S2 · · ·Tpξ

∥∥
6

p∑
j=1

‖T1‖ ‖S1‖ · · · ‖Tj−1‖ ‖Sj−1‖
∥∥(

Ψmj ·n(Tj)− Tj

)
SjTj+1Sj+1 · · ·Tpξ

∥∥
6 ε.

Theorem 1.6 is an immediate consequence of Corollary 4.3.
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5. ERGODICITY AND WEAK MIXING

Ergodicity of a linear contraction U on a Hilbert space H is usually defined by
requiring that the fixed point space HU = {ξ ∈ H : Uξ = ξ} be one-dimensional.
By the mean ergodic theorem of von Neumann this is equivalent to the existence
of some ξ0 ∈ H with ‖ξ0‖ = 1 such that

lim
n→∞

1
n+ 1

n∑
k=0

Ukξ = (ξ | ξ0) · ξ0 for all ξ ∈ H,

or equivalently,

lim
n→∞

1
n+ 1

n∑
k=0

(
(Ukξ | η)− (ξ | ξ0) · (ξ0 | η)

)
= 0 for all ξ, η ∈ H.

Since by Section 144 in Chapitre X from [31] we have HU = HU∗
, U is ergodic if

and only if U∗ is ergodic.
Let us now characterize ergodicity by using invariant means on the additive

semigroup N. We notice that an invariant mean on N is a state M on l∞(N) such
that M

(
(λj)j>0

)
= M

(
(λj+1)j>0

)
for all (λj)j>0 ∈ l∞(N). It is well known that

there exists invariant mean on N (see [8] or [17], Theorem 1.2.1).

Lemma 5.1. Let U be a linear contraction on a Hilbert space H, ξ0 ∈ H,
‖ξ0‖ = 1, and M an invariant mean on N. Then HU = C · ξ0 if and only if

M
((

(U jξ | η)− (ξ | ξ0)(ξ0 | η)
)
j>0

)
= 0 for all ξ, η ∈ H.

Proof. If HU = C · ξ0 then we have for every ξ, η ∈ H∣∣∣ 1
n+ 1

n∑
k=0

(
(U j+kξ | η)− (ξ | ξ0) · (ξ0 | η)

)∣∣∣
=

∣∣∣( 1
n+ 1

n∑
k=0

Ukξ − (ξ | ξ0) · ξ0
∣∣∣(U∗)j

η
)∣∣∣

6
∥∥∥ 1
n+ 1

n∑
k=0

Ukξ − (ξ | ξ0) · ξ0
∥∥∥ ‖η‖,

for j ∈ N, so

lim
n→∞

( 1
n+ 1

n∑
k=0

(
(U j+kξ | η)− (ξ | ξ0) · (ξ0 | η)

))
j>0

= 0 in l∞(N).

Applying now the invariant mean M to the above equality, it follows that

(5.1) M
((

(U jξ | η)− (ξ | ξ0)(ξ0 | η)
)
j>0

)
= 0.

Conversely, if (5.1) holds for some ξ ∈ HU and every η ∈ H, then we have
(ξ | η)− (ξ | ξ0)(ξ0 | η) = 0 for all η ∈ H, so ξ = (ξ | ξ0) · ξ0 ∈ C · ξ0.
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Let A be a C∗-algebra, ϕ a state on A, and Φ : A → A a positive linear map
such that ϕ ◦Φ = ϕ and the contraction condition (C) in Theorem 1.2 is satisfied.
Taking into account that πϕ(A)ξϕ is dense in Hϕ, it is easy to verify that Φ is
ergodic with respect to ϕ (that is (E) from Section 1 holds) if and only if the linear
contraction UΦ,ϕ is ergodic, in which case HUΦ,ϕ

ϕ = C · ξϕ.
Given an invariant mean M on N, Φ is ergodic with respect to ϕ if and only if

(EM ) M
((
ϕ(yΦj(x))− ϕ(y)ϕ(x)

)
j>0

)
= 0 for all x, y ∈ A.

(cf. [3], end of Section 4.3.3). Indeed, the above condition means that

(5.2) M
((

(U j
Φ,ϕξ | η)− (ξ | ξϕ)(ξϕ | η)

)
j>0

)
= 0

holds for all ξ, η ∈ πϕ(A)ξϕ, so by πϕ(A)ξϕ = Hϕ it is equivalent to the validity
of (5.2) for all ξ, η ∈ Hϕ. But, according to Lemma 5.1, this is equivalent to the
ergodicity of UΦ,ϕ.

Let A be again a C∗-algebra, ϕ a state on A such that s(ϕ) ∈ A∗∗ is central,
and Φ : A → A a positive linear map such that ϕ ◦ Φ = ϕ and the condition (C)
is satisfied. Then, according to (3.8) in Proposition 3.2, Φ is ergodic with respect
to ϕ if and only if

{
T ∈ πϕ(A)′′ : ΨΦ,ϕ(T ) = T

}
= C · 1Hϕ

. Furthermore, the
ergodicity of Φ with respect to ϕ is equivalent to each one of the conditions

so- lim
n→∞

1
n+ 1

n∑
k=0

πϕ

(
Φk(x)

)
= ϕ(x)1Hϕ

for all x ∈ A,(5.3)

lim
n→∞

1
n+ 1

n∑
k=0

(
ϕ(y1Φk(x)y2)− ϕ(y1y2)ϕ(x)

)
= 0 for all x, y1, y2 ∈ A.(5.4)

Indeed, if Φ is ergodic with respect to ϕ and x ∈ A, then we have

lim
n→∞

1
n+ 1

n∑
k=0

πϕ

(
Φk(x)

)
T ′ξϕ = T ′

(
lim

n→∞

1
n+ 1

n∑
k=0

Uk
Φ,ϕπϕ(x)ξϕ

)
= ϕ(x)T ′ξϕ

for all T ′ ∈ πϕ(A)′. Since πϕ(A)′ξϕ = Hϕ and, according to Proposition 3.1 (i),∥∥πϕ

(
Φk(x)

)∥∥ =
∥∥Ψk

Φ,ϕ

(
πϕ(x)

)∥∥ 6 ‖πϕ(x)‖ for all k > 0, the equality in (5.3)
follows. Now (5.3) clearly implies (5.4) and it is easy to verify that (5.4) implies

wo- lim
n→∞

1
n+1

n∑
k=0

πϕ

(
Φk(x)

)
= ϕ(x)1Hϕ

for all x ∈ A, hence also (E).

If, additionally, Φ is a ∗-homomorphism such that s(ϕ)Φ∗∗ commutes with
σϕ, then Φ is ergodic with respect to ϕ if and only if

(5.5) lim
n→∞

1
n+ 1

n∑
k=0

(
ϕ(Φk(y1)xΦk(y2))− ϕ(y1y2)ϕ(x)

)
= 0, x, y1, y2 ∈ A.

Indeed, Φ is ergodic with respect to ϕ if and only if UΦ,ϕ, hence U∗Φ,ϕ is ergodic,
so if and only if the map ΨΦ,ϕ

∼ : πϕ(A)′′ 3 T 7→ U∗Φ,ϕTUΦ,ϕ ∈ πϕ(A)′′ considered
in Proposition 3.3, is ergodic with respect to ωξϕ

. But, according to (3.14), (5.4)
written for ΨΦ,ϕ

∼ and ωξϕ
means (5.5).

We summarize the aboves in the following proposition:
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Proposition 5.2. Let A be a C∗-algebra, ϕ a state on A, and Φ : A → A a
positive linear map such that ϕ ◦ Φ = ϕ and the contraction condition (C) is sat-
isfied. Given an invariant mean M on N, the following statements are equivalent:

(a) Φ is ergodic with respect to ϕ, that is

(E) lim
n→∞

1
n+ 1

n∑
k=0

(
ϕ(yΦk(x))− ϕ(y)ϕ(x)

)
= 0, x, y ∈ A;

(b) the linear contraction UΦ,ϕ is ergodic;
(c) we have

(EM ) M
((
ϕ(yΦj(x))− ϕ(y)ϕ(x)

)
j>0

)
= 0, x, y ∈ A.

For central s(ϕ) ∈ A∗∗, the above statements are equivalent also with each
one of the following:

(d)
{
T ∈ πϕ(A)′′ : ΨΦ,ϕ(T ) = T

}
= C · 1Hϕ

;

(e) lim
n→∞

1
n+1

n∑
k=0

(
ϕ(y1Φk(x)y2)− ϕ(y1y2)ϕ(x)

)
= 0, x, y1, y2 ∈ A,

while if s(ϕ) ∈ A∗∗ is central, Φ is a ∗-homomorphism and s(ϕ)Φ∗∗ commutes
with σϕ, then they are equivalent with

(f) lim
n→∞

1
n+1

n∑
k=0

(
ϕ(Φk(y1)xΦk(y2))− ϕ(y1y2)ϕ(x)

)
= 0, x, y1, y2 ∈ A.

For a similar treatment of the weak mixing property we need some prepara-
tion.

We call a linear contraction U on a Hilbert space H weakly mixing if there
exists a vector ξ0 ∈ H with ‖ξ0‖ = 1 such that

(5.6) lim
n→∞

1
n+ 1

n∑
k=0

∣∣(Ukξ | η)− (ξ | ξ0) · (ξ0 | η)
∣∣ = 0 for all ξ, η ∈ H.

Then U is clearly ergodic, in particular ξ0 ∈ HU . It is easy to verify that if U is
weakly mixing then also U∗ is weakly mixing and, for any other weakly mixing
linear contraction V on some Hilbert space K, the linear contraction U ⊗V on
the tensor product Hilbert space H ⊗K is again weakly mixing. Furthermore, if
U is weakly mixing then by Lemma 9.3 (see Appendix B below) any power Un,
n > 1 is again weakly mixing.

The next basic characterizations of the weak mixing property for a linear
contraction on a Hilbert space are standard.

Lemma 5.3. For a linear contraction U on a Hilbert space H and an invari-
ant mean M on N, the following statements are equivalent:

(a) U is weakly mixing;
(b) there exists ξ0 ∈ H, ‖ξ0‖ = 1 such that, denoting the orthogonal projec-

tion onto C · ξ0 by P ξ0 , we have for all ξ ∈ H

D- lim
n→∞

Un(ξ) = P ξ0(ξ) with respect to the weak topology of H;

(c) 1 is the only eigenvalue of U of modulus 1 and it is simple;
(d) HU 6= {0} and the linear contraction U ⊗U∗ on the tensor product Hilbert

space H ⊗H is ergodic;
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(e) there exists ξ0 ∈ H, ‖ξ0‖ = 1 such that

M
((∣∣(U jξ|η)− (ξ | ξ0)(ξ0 | η)

∣∣)
j>0

)
= 0 for all ξ, η ∈ H.

If U is isometrical then the above statements are equivalent also with the next
one:

(f) there exists ξ0 ∈ HU , ‖ξ0‖ = 1, such that the only vectors ξ ∈ H having
relatively norm-compact orbit {Un(ξ) : n ∈ N} are those in C · ξ0.

Proof. For (a) ⇒ (b) we notice that, for any ξ ∈ H, the vector ξ − (ξ | ξ0)ξ0
satisfies condition (a) in Theorem 9.5 (Appendix B), hence also condition (d)
in the same theorem. The implications (b) ⇒ (a) and (b) ⇒ (c) are trivial.
Assuming now that (c) holds and denoting by P the orthogonal projection onto
the one-dimensional eigenspace corresponding to the eigenvalue 1, for any ξ ∈ H
the vector ξ−P (ξ) satisfies condition (b) in Theorem 9.5 and Theorem 9.5 implies
that we have with respect to the weak topology D- lim

n→∞
Un(ξ) = P (ξ). Hence the

conditions (a), (b) and (c) are equivalent.
Now (a) ⇒ (d) by the remarks before the statement. Conversely, let us

assume that (d) holds. If ξ0 ∈ HU , ‖ξ0‖ = 1 then ξ0 ⊗ ξ0 ∈ (H ⊗H)U ⊗U∗
,

‖ξ0⊗ξ0‖ = 1 and by the ergodicity of U ⊗U∗ we have (H ⊗H)U ⊗U∗
= C·(ξ0⊗ξ0).

But if ξ is any eigenvector of U corresponding to some eigenvalue λ of modulus 1,
then

‖U∗ξ − λξ‖2 = ‖U∗ξ‖2 + ‖ξ‖2 − 2 Re
(
λ(Uξ | ξ)

)
= ‖U∗ξ‖2 − ‖ξ‖2 6 0

(cf. [31], Chapitre X, Section 144) yields U∗ξ = λξ. It follows that ξ ⊗ ξ belongs
to (H ⊗H)U ⊗U∗

and so ξ is a scalar multiple of ξ0. We conclude that (c) holds.
For the proof of (e) ⇒ (c) we first notice that, according to Lemma 5.1, (e)

implies that HU = C · ξ0. On the other hand, if (e) holds and Uξ = λξ for some
1 6= λ ∈ C of modulus 1 then, taking into account that

λ(ξ | ξ0) = (Uξ | ξ0) = (ξ | U∗ξ0) = (ξ | ξ0) → (ξ | ξ0) = 0,

hence
∣∣(U jξ | ξ) − (ξ | ξ0)(ξ0 | ξ)

∣∣ =
∣∣(λj(ξ | ξ)

∣∣ = ‖ξ‖2 for all j > 0, we have
ξ = 0.

Next we show that (a) together with (d) imply (e). Indeed, if U and U ⊗U∗
are ergodic then, for every ξ, η ∈ H, putting

λj = (U jξ | η), λ = (ξ | ξ0)(ξ0 | η),
we have(

(U ⊗U∗)j(ξ ⊗ η)
∣∣ η ⊗ ξ

)
= |λj |2, (ξ ⊗ η | ξ0 ⊗ ξ0)(ξ0 ⊗ ξ0 | η ⊗ ξ) = |λ|2

and Lemma 5.1 yields

(5.7) M
(
(λj)j>0

)
= λ, M

(
(|λj |2)j>0

)
= |λ|2.

Now a moment’s reflection shows that, for any (λj)j>0 ∈ l∞(N),

M
(
(λj)j>0

)
= λ and M

(
(|λj |2)j>0

)
= |λ|2 ⇒M

(
(|λj − λ|2)j>0

)
= 0

⇒M
(
(|λj − λ|)j>0

)
= 0,

hence (5.7) implies the equality in (e).
Finally, assuming that U is isometrical, (c)⇔ (f) follows from Corollary 9.6.
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Now we are prepared to prove the counterpart of Proposition 5.2 for weak
mixing (cf. [3], Proposition 4.3.36 and [16], Theorem 5.1):

Proposition 5.4. Let A be a C∗-algebra, ϕ a state on A, and Φ : A → A a
positive linear map such that ϕ ◦ Φ = ϕ and the contraction condition (C) is sat-
isfied. Given an invariant mean M on N, the following statements are equivalent:

(a) Φ is weakly mixing with respect to ϕ, that is

(WM) lim
n→∞

1
n+ 1

n∑
k=0

∣∣ϕ(yΦk(x))− ϕ(y)ϕ(x)
∣∣ = 0, x, y ∈ A;

(b) the linear contraction UΦ,ϕ is weakly mixing;
(c) we have

(WMM ) M
((∣∣ϕ(yΦj(x))− ϕ(y)ϕ(x)

∣∣)
j>0

)
= 0, x, y ∈ A.

For central s(ϕ) ∈ A∗∗ the above statements are equivalent also with each one of
the following:

(d) 1 is the only eigenvalue of modulus 1 of the normal positive linear map
ΨΦ,ϕ and it is simple;

(e) lim
n→∞

1
n+1

n∑
k=0

∣∣ϕ(y1Φk(x)y2)− ϕ(y1y2)ϕ(x)
∣∣ = 0, x, y1, y2 ∈ A.

If s(ϕ) ∈ A∗∗ is central and Φ is a ∗-homomorphism, then (a)–(e) are equivalent
with

(f) there exists no von Neumann algebra C · 1Hϕ
6= M⊂ πϕ(A)′′, left invari-

ant by ΨΦ,ϕ and such that {Ψn
Φ,ϕ(T )ξϕ : n ∈ N} is relatively compact in Hϕ for

all T ∈M.
If s(ϕ) ∈ A∗∗ is central, Φ is a ∗-homomorphism and s(ϕ)Φ∗∗ commutes with

σϕ, then (a)–(f) are equivalent with

(g) lim
n→∞

1
n+1

n∑
k=0

∣∣ϕ(Φk(y1)xΦk(y2))− ϕ(y1y2)ϕ(x)
∣∣ = 0, x, y1, y2 ∈ A.

Proof. We shall omit again the subscript Φ, ϕ, writing U = UΦ,ϕ and
Ψ = ΨΦ,ϕ.

Taking into account that U is a contraction and πϕ(A)ξϕ is dense in Hϕ, it is
easy to verify that Φ is weakly mixing with respect to ϕ if and only if (5.6) holds
for H = Hϕ and ξ0 = ξϕ, that is U is weakly mixing. In other words, (a) ⇔ (b).

Clearly (WMM ) means that

(5.8) M
((∣∣(U jξ | η)− (ξ | ξϕ)(ξϕ | η)

∣∣)
j>0

)
= 0

holds for all ξ, η ∈ πϕ(A)ξϕ. Since ‖U‖ 6 1 and πϕ(A)ξϕ = Hϕ, it follows that
(WMM ) is equivalent to the validity of (5.8) for all ξ, η ∈ Hϕ. Therefore Lemma 5.3
yields (b) ⇔ (c).

In the remaining part of the proof we shall assume that the support projection
of ϕ in A∗∗ is central, or equivalently, that ξϕ is cyclic also for πϕ(A)′. Then the
equivalence (b) ⇔ (d) follows immediately by using Proposition 3.2.
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If (b) holds then, using the equality in (5.6) for H = Hϕ, ξ0 = ξϕ and with
ξ = πϕ(x)ξϕ, η = T ′

∗
πϕ(y∗1)ξϕ, where x, y1 ∈ A and T ′ ∈ πϕ(A)′, we get

(5.9) lim
n→∞

1
n+ 1

n∑
k=0

∣∣ (
πϕ

(
y1Φk(x)

)
ξ
∣∣ ξϕ)

− (πϕ(y1)ξ | ξϕ)ϕ(x)
∣∣ = 0

for ξ = T ′ξϕ. Since πϕ(A)′ξϕ = Hϕ and Proposition 3.1 implies
∥∥πϕ

(
Φk(x)

)∥∥ =∥∥Ψk
(
πϕ(x)

)∥∥ 6 ‖πϕ(x)‖ for all k > 0, it follows (5.9) for all x, y1 ∈ A and ξ ∈ Hϕ,
which yields the equality in (e) for ξ = πϕ(y2)ξ0. Conversely, it is easily seen that
(e) implies (5.6) for H = Hϕ and ξ0 = ξϕ, hence also (WM). We conclude that
the conditions (a)–(e) are all equivalent.

Assuming that Ψ is a ∗-homomorphism, (d) ⇔ (f) by Theorem 4.2.

Finally, assuming that Φ is a ∗-homomorphism and s(ϕ)Φ∗∗ commutes with

σϕ, we prove that (b)⇔ (g). Indeed, U is weakly mixing if and only if U∗ is weakly

mixing, hence, by the above part of the proof, if and only if (e) holds for (A, ϕ,Φ)
replaced by πϕ(A)′′, ωξϕ and the map ΨΦ,ϕ

∼ : πϕ(A)′′ 3 T 7→ U∗TU ∈ πϕ(A)′′

considered in Proposition 3.3. But by (3.14) this means (g).

The next weak mixing result completes Theorem 4.2 by showing that it is a

matter of a splitting result:

Proposition 5.5. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system
such that s(ϕ) ∈ A∗∗ is central. Then, for every T ∈ πϕ(A)′′,

(5.10) D- lim
n→∞

Ψn
Φ,ϕ

(
T − EAP

Φ,ϕ(T )
)

= 0 with respect to the wo-topology.

Proof. We shall write simply U = UΦ,ϕ, Ψ = ΨΦ,ϕ, P = PAP
Φ,ϕ and E = EAP

Φ,ϕ.

Putting ξn = Ψn
(
T − E(T )

)
ξϕ = Un

(
Tξϕ − PTξϕ

)
, since Tξϕ − PTξϕ is

orthogonal to all eigenvectors of U , Theorem 9.5 yields that D- lim
n→∞

ξn = 0 with
respect to the weak topology of Hϕ. Let E ⊂ N be a set of density zero such that

lim
E63n→∞

(ξn | η) = 0 for all η ∈ Hϕ. Then we have, for any η ∈ Hϕ, first

lim
E63n→∞

(
Ψn

(
T − E(T )

)
T ′ξϕ | η

)
= lim
E63n→∞

(
ξn | (T ′)∗η

)
= 0 for all T ′ ∈ πϕ(A)′,

and then, by ‖Ψ‖ 6 1 and the density of πϕ(A)′ξϕ in Hϕ,

lim
E63n→∞

(
Ψn

(
T − E(T )

)
ξ | η

)
= 0 for all ξ ∈ Hϕ.
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6. COVARIANT REPRESENTATIONS OF STATE PRESERVING C∗-DYNAMICAL

SYSTEMS

In this section, of interest for itself, we investigate the possibility to imbed a
state preserving C∗-dynamical system (A, ϕ,Φ) in a state preserving C∗-dynamical
system of the form (M, ωξ|M,Ad(U)|M), where M ⊂ L(H) is a von Neumann
algebra, ξ is some cyclic vector for M, and U : H → H is a unitary with Uξ = ξ
(cf. [13]). If Φ is a ∗-automorphism of A then the GNS representation πϕ yields
such an imbedding with M = πϕ(A)′′, ξ = ξϕ and U = UΦ,ϕ.

In order to get a representation of an arbitrary state preserving C∗-dynamical
system (A, ϕ,Φ), in which Φ allows an implementation like (2.7), we need unitary
dilations of the linear isometry UΦ,ϕ.

Let us recall that for any linear isometry U on a Hilbert space H there exist:

(1) a unitary operator Ũ on a Hilbert space H̃ and
(2) a linear isometry V : H → H̃ such that

(a) V U = ŨV (so, ŨV H ⊂ V H) and

(b)
+∞⋃

k=−∞
ŨkV H =

−1⋃
k=−∞

ŨkV H is dense in H̃

(see [37], Proposition I.2.3). One can put

H̃ = H ⊕
−1⊕

k=−∞
(H 	 UH),

Ũ
(
ξ ⊕

−1⊕
k=−∞

ξk

)
= (Uξ + ξ−1)⊕

−1⊕
k=−∞

ξk−1,

V ξ = ξ ⊕
−1⊕

k=−∞
0.

The pair (Ũ , V ) is called the minimal unitary dilation of U and it is unique up to
natural unitary equivalence. It is easily seen that, for any λ ∈ C, |λ| = 1,

(6.1) {ξ̃ ∈ H̃ : Ũ ξ̃ = λξ̃} = V
(
{ξ ∈ H : Uξ = λξ}

)
.

For any T, S ∈ L(H) with UT = SU we have

Ũ
(
V TV ∗ + Ũ∗V

(
S(1H − UU∗)

)
V ∗Ũ

)
Ũ∗ = V

(
UTU∗ + S − SUU∗

)
V ∗ = V SV ∗.

Consequently, if T0, T1, T2, . . . ∈ L(H) are such that UT0 = T1U and the series

(6.2) T̃ (T0, T1, T2, . . .) = V T0V
∗ +

∞∑
k=1

Ũ−kV
(
Tk(1H − UU∗)

)
V ∗Ũk

converges with respect to the weak operator topology of L(H̃), then

(6.3)

Ũ
(
V T0V

∗ +
∞∑

k=1

Ũ−kV
(
Tk(1H − UU∗)

)
V ∗Ũk

)
Ũ∗

= V T1V
∗ +

∞∑
k=1

Ũ−kV
(
Tk+1(1H − UU∗)

)
V ∗Ũk.
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Since the projections Ũ−kV (1H − UU∗)V ∗Ũk = Ũ−kV V ∗Ũk − Ũ−k+1V V ∗Ũk−1

and V V ∗, k > 1, are mutually orthogonal, if T0, T1, T2, . . . ∈ L(H) are such that

(6.4) sup
k>0

‖Tk‖ < +∞, UT0 = T1U and TkUU
∗ = UU∗Tk, k > 1

then the series (6.2) converges with respect to the strong operator topology of
L(H̃), hence (6.3) holds. Moreover, if S0, S1, S2, . . . ∈ L(H) is another sequence
with

sup
k>0

‖Sk‖ < +∞, US0 = S1U and SkUU
∗ = UU∗Sk, k > 1

then straightforward verification shows that

(6.5) T̃ (T0, T1, T2, . . .)T̃ (S0, S1, S2, . . .) = T̃ (T0S0, T1S1, T2S2, . . .).

We notice that if T0, T1, T2, . . . ∈ L(H) satisfy (6.4) then we have

Ũ−kV TkUU
∗V ∗Ũk = Ũ−kV UU∗TkUU

∗V ∗Ũk = Ũ−k+1V U∗TkUV
∗Ũk−1, k > 1

and (6.2) yields

(6.6)

T̃ (T0, T1, T2, . . .)

= so- lim
n→∞

( n∑
k=2

Ũ−k+1V
(
Tk−1 − U∗TkU

)
V ∗Ũk−1 + Ũ−nV TnV

∗Ũn
)
.

Lemma 6.1. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system and let
UΦ,ϕ denote the linear isometry defined on Hϕ by UΦ,ϕ(πϕ(x)ξϕ) = πϕ(Φ(x))ξϕ,
x ∈ A. Let further

Hϕ
UΦ,ϕ−→ Hϕ

VΦ,ϕ

y yVΦ,ϕ

H̃Φ,ϕ
ŨΦ,ϕ−→ H̃Φ,ϕ

be the minimal unitary dilation of UΦ,ϕ. Then

π̃Φ,ϕ : A 3 a 7→ VΦ,ϕπϕ(a)V ∗Φ,ϕ

+
∞∑

k=1

Ũ−k
Φ,ϕVΦ,ϕ

(
πϕ(Φk(a))(1Hϕ − UΦ,ϕU

∗
Φ,ϕ)

)
V ∗Φ,ϕŨ

k
Φ,ϕ

= so- lim
n→∞

Ũ−n
Φ,ϕVΦ,ϕπϕ(Φn(a))V ∗Φ,ϕŨ

n
Φ,ϕ,

where the series is so-convergent, is a ∗-representation π̃Φ,ϕ : A → L(H̃Φ,ϕ) and

π̃Φ,ϕ

(
Φ(a)

)
= ŨΦ,ϕπ̃Φ,ϕ(a)Ũ∗Φ,ϕ for all a ∈ A.

Furthermore, the so-closure of the ∗-subalgebra

ÃΦ,ϕ =
+∞⋃

k=−∞
Ũk

Φ,ϕπ̃Φ,ϕ(A)Ũ−k
Φ,ϕ =

−1⋃
k=−∞

Ũk
Φ,ϕπ̃Φ,ϕ(A)Ũ−k

Φ,ϕ
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of L(H̃Φ,ϕ) is a von Neumann algebra M̃Φ,ϕ and ξ̃Φ,ϕ = VΦ,ϕξϕ is a cyclic vector
for M̃Φ,ϕ satisfying ŨΦ,ϕξ̃Φ,ϕ = ξ̃Φ,ϕ and

ϕ(x) = (π̃Φ,ϕ(x)ξ̃Φ,ϕ | ξ̃Φ,ϕ) for every x ∈ A.

Proof. Put for convenience U = UΦ,ϕ, H̃ = H̃Φ,ϕ, Ũ = ŨΦ,ϕ and V = VΦ,ϕ.
If a ∈ A and Tk = πϕ(Φk(a)), then by Lemma 2.1 we have UTk−1 = TkU for

all k > 1, in particular the conditions in (6.4) are satisfied. Therefore the series
(6.2) is so-convergent and (6.6) holds with Tk−1 − U∗TkU = 0, so we can define

π̃(a) =V πϕ(a)V ∗ +
∞∑

k=1

Ũ−kV
(
πϕ(Φk(a))(1Hϕ

− UU∗)
)
V ∗Ũk =

=so- lim
n→∞

Ũ−nV πϕ(Φn(a))V ∗Ũn.

Using (6.5) with Tk = πϕ(Φk(a)), a ∈ A and Sk = πϕ(Φk(b)), b ∈ A, or the
second expression for π̃(a), it is easy to verify that π̃ : A 3 a 7→ π̃(a) ∈ L(H̃) is a
∗-representation. On the other hand, using (6.3) with Tk = πϕ(Φk(a)), a ∈ A, we
get also π̃

(
Φ(a)

)
= Ũ π̃(a)Ũ∗.

Denoting ξ̃ = V ξ, we have clearly Ũ ξ̃ = ŨV ξϕ = V Uξϕ = V ξϕ = ξ̃. Since

Ũkπ̃(A)Ũ−k ξ̃ = ŨkV πϕ(A)ξϕ = ŨkV Hϕ,

the minimality of the unitary dilation (Ũ , V ) of U implies that the vector ξ̃ is
cyclic for the ∗-subalgebra

+∞⋃
k=−∞

Ũkπ̃(A)Ũ−k =
−1⋃

k=−∞
Ũkπ̃(A)Ũ−k ⊂ L(H̃).

In particular, this ∗-subalgebra is non-degenerate, so its strong operator closure is
a von Neumann algebra. Finally, the verification of ϕ(x) = (π̃(x)ξ̃ | ξ̃) for every
x ∈ A is straightforward.

Let (A, ϕ,Φ) be a state preserving C∗-dynamical system and let us assume
that the ∗-representation π̃ : A → L(H̃), the unitary operator Ũ : H̃ → H̃ and the
vector ξ̃ ∈ H̃ satisfy the conditions:

(i) π̃(Φ(a)) = Ũ π̃(a)Ũ∗for all a ∈ A;
(ii) Ũ ξ̃ = ξ̃;

(iii) ξ̃ is cyclic for the ∗-subalgebra Ã =
+∞⋃

k=−∞
Ũkπ̃(A)Ũ−k ⊂ L(H̃);

(iv) ϕ(x) = (π̃(x)ξ̃ | ξ̃) for every x ∈ A.

Then Ãξ̃ 3 Ũkπ̃(x)ξ̃ 7→ Ũk
Φ,ϕπ̃Φ,ϕ(x)ξ̃Φ,ϕ extends to a unitary operator W : H̃ →

H̃Φ,ϕ such that

(1) Wπ̃(a) = π̃Φ,ϕ(a)W for all a ∈ A,
(2) WŨ = ŨΦ,ϕW ,
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(3) Wξ̃ = ξ̃Φ,ϕ.

We notice that for the verification of Wξ̃ = ξ̃Φ,ϕ we need the existence of a
bounded net (vκ)κ∈K ⊂ A and a net (nκ)κ∈K ⊂ Z such that, simultaneously,

—
(
Ũnκ π̃(vκ)Ũ−nκ

)
κ∈K

is a left approximate unit for Ã and

—
(
Ũnκ

Φ,ϕπ̃Φ,ϕ(vκ)Ũ−nκ

Φ,ϕ

)
κ∈K

is a left approximate unit for ÃΦ,ϕ,

because then [35], Lemma 3/4.1 implies that

Ũnκ π̃(vκ)ξ̃ → ξ̃ and W
(
Ũnκ π̃(vκ)ξ̃

)
= Ũnκ

Φ,ϕπ̃Φ,ϕ(vκ)ξ̃Φ,ϕ → ξ̃Φ,ϕ.

For we put K = F × {1, 2, . . .}, where F stands for the set of all finite subsets of
A× Z. Then K is upward directed with respect to the order

(F1, p1) 6 (F2, p2) ⇔ F1 ⊂ F2 and p1 6 p2.

Let also (uι)ι∈I be a bounded left approximate unit for A. Now, for any κ =
(F, p) ∈ K we first choose in Z some nκ 6 min{k : (a, k) ∈ F}, and then some
ικ ∈ I such that, for every (a, k) ∈ F , hold∥∥(

Ũnκ π̃(uικ
)Ũ−nκ

)(
Ũkπ̃(a)Ũ−k

)
− Ũkπ̃(a)Ũ−k

∥∥
=

∥∥π̃(uικ)Ũk−nκ π̃(a)Ũnκ−k − Ũk−nκ π̃(a)Ũnκ−k
∥∥

=
∥∥π̃(

uικ
Φk−nκ(a)− Φk−nκ(a)

)∥∥ 6
1
p

and the inequality obtained replacing in the above one π̃ by π̃Φ,ϕ and Ũ by ŨΦ,ϕ.
Then the nets (uικ)κ∈K and (nκ)κ∈K satisfy the required conditions.

We conclude that the triple (π̃, Ũ , ξ̃) is uniquely determined by the proper-
ties (i)–(iv) up to natural unitary equivalence. We shall call any triplet in this
equivalence class the covariant GNS representation of (A, ϕ,Φ). Mostly we shall
work with the triplet (π̃Φ,ϕ, ŨΦ,ϕξΦ,ϕ) given in Lemma 6.1. We notice that the
link between πϕ and π̃Φ,ϕ is supplied by VΦ,ϕ:

(6.7) VΦ,ϕπϕ(a)V ∗Φ,ϕ = π̃Φ,ϕ(a)VΦ,ϕV
∗
Φ,ϕ = VΦ,ϕV

∗
Φ,ϕπ̃Φ,ϕ(a), a ∈ A.

The covariant GNS representation of (A, ϕ,Φ) yields the answer to the imbed-
ding question raised at the beginning of this section. Let us investigate additionally
the case in which the support projection of ϕ in A∗∗ is central:

Proposition 6.2. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system
such that the support s(ϕ) of ϕ in A∗∗ is central and s(ϕ)Φ∗∗ commutes with σϕ.
Then, denoting by (π̃, Ũ , ξ̃) the covariant GNS representation of (A, ϕ,Φ), ξ̃ is

cyclic also for the commutant of Ã =
+∞⋃

k=−∞
Ũkπ̃(A)Ũ−k =

−1⋃
k=−∞

Ũkπ̃(A)Ũ−k, or

equivalently, separating for the von Neumann algebra M̃ = Ã′′.
Proof. We shall omit for convenience the subscript Φ, ϕ, writing U = UΦ,ϕ.
We identify (π̃, Ũ , ξ̃) with the triple (π̃Φ,ϕ, ŨΦ,ϕ, ξ̃Φ,ϕ) defined in Lemma 6.1

and denote simply V = VΦ,ϕ and H̃ = H̃Φ,ϕ. Then

(6.8) T̃ ∈ M̃ ⇒ V ∗T̃ V ∈ πϕ(A)′′.
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For it is enough to show that V ∗Ũ−kπ̃(a)ŨkV ∈ πϕ(A)′′ for every a ∈ A and
k > 1. But using ŨV = V U and (6.7), we get

V ∗Ũ−kπ̃(a)ŨkV = (U∗)kV ∗π̃(a)V Uk = (U∗)kπϕ(a)Uk

and by Proposition 3.3 we have (U∗)kπϕ(a)Uk ∈ πϕ(A)′′.
Now let T̃ ∈ M̃ be such that T̃ ξ̃ = 0. Then we have for every n > 1

V ∗(ŨnT̃ ∗T̃ Ũ−n)V ξϕ = V ∗ŨnT̃ ∗T̃ ξ̃ = 0.

Since ŨnT̃ ∗T̃ Ũ−n ∈ M̃, (6.8) yields V ∗(ŨnT̃ ∗T̃ Ũ−n)V ∈ πϕ(A)′′ and, taking into
account that the vector ξϕ is separating for πϕ(A)′′, it follows successively

V ∗(ŨnT̃ ∗T̃ Ũ−n)V = 0, T̃ Ũ−nV = 0.

We conclude by the density of
+∞⋃
n=1

Ũ−nV Hϕ in H̃ that T̃ = 0.

Proposition 6.2 is a non-commutative variant of the arguments used to re-
duce the proof of Theorem 7.13 in [14], to the case of invertible measure pre-
serving transformations. It can be used to reduce the study of state preserving
C∗-dynamical systems (A, ϕ,Φ), for which the support projection s(ϕ) ∈ A∗∗ is
central and s(ϕ)Φ∗∗ commutes with σϕ, to the study of similar state preserving
C∗-dynamical systems, for which additionally Φ is a ∗-automorphism.

Using the notations of Proposition 6.2, it would be interesting to find a
characterization of the situation when the vector ξ̃ is separating for M̃. It can be
easily seen that the centrality of s(ϕ) is a necessary condition, while Proposition 6.2
shows that the centrality of s(ϕ) together with the commutation of s(ϕ)Φ∗∗ and
σϕ is a sufficient condition.

7. MULTIPLE WEAK MIXING

We begin this section by proving an abstract theorem in Hilbert spaces, which
extends Van der Corput’s difference theorem in the theory of uniform distribution
modulo one (see e.g. [24], Chapter 1, Theorem 3.1 and Chapter 4, Theorem 2.1):

Theorem 7.1. Let ξ1, ξ2, . . . be a bounded sequence in a Hilbert space H. If

(7.1) lim
h→∞

lim sup
n→∞

1
h

h∑
d=1

∣∣∣ 1
n

n∑
k=1

Re (ξk+d | ξk)
∣∣∣ = 0,

then

lim
n→∞

∥∥∥ 1
n

n∑
k=1

ξk

∥∥∥ = 0.

On the other hand, if

(7.2) lim
h→∞

lim sup
n→∞

1
h

h∑
d=1

1
n

n∑
k=1

|Re (ξk+d | ξk)| = 0,
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then the sequence (ξk)k>1 is uniformly weakly mixing to zero, that is

lim
n→∞

sup
{ 1
n

n∑
k=1

|(ξk | η)| : η ∈ H, ‖η‖ 6 1
}

= 0.

In particular, in this case

D- lim
n→∞

ξn = 0 with respect to the weak topology of H.

Proof. Denoting c = sup
k>1

‖ξk‖ < +∞, by inequality (8.7) we get for any

natural numbers n > h > 1:∥∥∥ 1
n

n∑
j=1

ξkj

∥∥∥2

6
n+ h

n2(h+ 1)

n∑
j=1

‖ξkj
‖2 +

2(n+ h)
n2(h+ 1)

h∑
d=1

h− d+ 1
h+ 1

Re
n∑

j=1

(ξkj
| ξkj+d

)

6
n+ h

n(h+ 1)
c+ 2

(
1 +

h

n

) 1
n(h+ 1)

L·h∑
l=1

n∑
j=1

|Re(ξkj
| ξkj+l)|

6
( 1
n

+
1

h+ 1

)
c+

4
n(h+ 1)

L·h∑
l=1

∣∣∣ L·n∑
k=1

Re(ξk | ξk+l)
∣∣∣,

so

(7.3)
∥∥∥ 1
n

n∑
j=1

ξkj

∥∥∥2

6
( 1
n

+
1
h

)
c+

4
h

h∑
d=1

∣∣∣ 1
n

n∑
k=1

Re(ξk | ξk+l)
∣∣∣.

Let us first assume that (7.1) holds and let ε > 0 be arbitrary. Choosing an integer
hε > 1 with c

hε
6 ε, (9.8) yields for every h > hε:

lim
n→∞

∥∥∥ 1
n

n∑
k=1

ξk

∥∥∥2

6 ε+ 4 lim sup
n→∞

1
h

h∑
d=1

∣∣∣ 1
n

n∑
k=1

Re (ξk+d | ξk)
∣∣∣.

By (7.1) it follows that

lim
n→∞

∥∥∥ 1
n

n∑
k=1

ξk

∥∥∥2

6 ε+ 4 lim
h→∞

lim sup
n→∞

1
h

h∑
d=1

∣∣∣ 1
n

n∑
k=1

Re (ξk+d | ξk)
∣∣∣ = ε.

Let us next assume that (7.2) holds. By Theorem 9.8 (Appendix B), (ξk)k>1

follows to be uniformly weakly mixing to zero once we prove that, for every rela-
tively dense sequence 1 6 k1 < k2 < · · · in N,

(7.4) lim
n→∞

∥∥∥ 1
n

n∑
j=1

ξkj

∥∥∥ = 0.

Further, by the first part of the proof, (7.4) is implied by

(7.5) lim
h→∞

lim sup
n→∞

1
h

h∑
d=1

∣∣∣ 1
n

n∑
j=1

Re (ξkj+d
| ξkj

)
∣∣∣ = 0.
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Put k0 = 0 and denote L = sup
j>0

(kj+1−kj) < +∞. Then d 6 kj+d−kj 6 L·d

for all j, d > 0, in particular j 6 kj 6 L · j. Therefore

h∑
d=1

∣∣∣ n∑
j=1

Re (ξkj+d
| ξkj

)
∣∣∣ 6

h∑
d=1

n∑
j=1

|Re (ξkj+d
| ξkj

)|

6
L·h∑
l=1

n∑
j=1

|Re (ξkj+l | ξkj
)| 6

L·h∑
l=1

L·n∑
k=1

|Re (ξk+l | ξk)|

and (7.5) is thus consequence of (7.2).
The convergence D- lim

n→∞
ξn = 0 with respect to the weak topology of H

follows now by Lemma 9.2 (see Appendix B).

By formula (9.1) in Appendix B, the above theorem implies immediately the
following slight extension of Lemmas 4.9 ad 7.5 in [14]:

Corollary 7.2. Let ξ1, ξ2, . . . be a bounded sequence in a Hilbert space H
such that

D- lim
d→∞

(
D- lim sup

n→∞
|Re(ξn+d | ξn)|

)
= 0.

Then the sequence (ξk)k>1 is uniformly weakly mixing to zero, in particular

D- lim
n→∞

ξn = 0 with respect to the weak topology of H.

Let (A, ϕ,Φ) be a state preserving C∗-dynamical system. For any integer
p > 1 and m0,m1, . . . ,mp ∈ N, mj 6= mj′ for j 6= j′, we say that:

(A, ϕ,Φ) is symmetrically weakly mixing with respect to m0, . . . ,mp if

D- lim
n→∞

ϕ
( p∏

j=−p

Φm|j|·n(xj)
)

= ϕ(x0)
p∏

j=1

ϕ(x−jxj) for all x0, x±1, . . . , x±p ∈ A.

Lemma 7.3. Let (A, ϕ,Φ) be a state preserving C∗-dynamical system, p > 1,
and m0,m1, . . . ,mp ∈ N, mj 6= mj′ for j 6= j′. Then (SWMm0,...,mp

) implies

(7.6)

D- lim
n→∞

ϕ
(
(Φ∗∗)mp·n(x−p)

( p−1∏
j=−p+1

Φm|j|·n(xj)
)
(Φ∗∗)mp·n(xp)

)
= ϕ(x0)

p∏
j=1

ϕ(x−jxj)

for all x0, . . . , x±(p−1) ∈ A and x±p ∈ A∗∗. In particular,

(SWMm0,...,mp
) ⇒ (SWMm0,...,mq

) for every 1 6 q 6 p.
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Proof. The first statement follows by using

ϕ
(
(Φ∗∗)mp·n(x−p)

( p−1∏
j=−p+1

Φm|j|·n(xj)
)
(Φ∗∗)mp·n(xp)

)

=
(
πϕ

( p−1∏
j=−p+1

Φm|j|·n(xj)
)
U

mp·n
Φ,ϕ πϕ(xp)ξϕ |U

mp·n
Φ,ϕ πϕ(x∗−p)ξϕ

)
and πϕ(A)ξϕ = Hϕ.

Assuming p > 2, (SWMm0,...,mp) ⇒ (SWMm0,...,mp−1) follows by applying
(7.6) with x−p, xp = 1A∗∗ and taking into account (2.4).

Lemma 7.4. Let (A,Φ) be a C∗-dynamical system which is norm-asymp-
totically abelian in density, p > 1, and m0,m1, . . . ,mp ∈ N, mj 6= mj′ for j 6= j′.
Then

D- lim
n→∞

∥∥∥ p∏
j=−p

Φm|j|·n(xj)− Φm0·n(x0)
p∏

j=1

Φmj ·n(x−jxj)
∥∥∥ = 0

for all x0, x±1, . . . , x±p ∈ A.

Proof. Put c = max
−p6j6p

‖xj‖ and, for convenience, Tj = Φm|j|·n(xj).

Straightforward verification shows that we have, for any 1 6 q 6 p,
q∏

j=−q

Tj −
( q−1∏

j=−q+1

Tj

)
T−qTq =

q−1∑
k=−q+1

( k−1∏
j=−q+1

Tj

)
[T−q, Tk]

( q∏
j=k+1

Tj

)
and it follows:

p∏
j=−p

Tj −
( q−1∏

j=−q+1

Tj

)( p∏
j=q

(T−jTj)
)

=
p∑

r=q

r−1∑
k=−r+1

( k−1∏
j=−r+1

Tj

)
[T−r, Tk]

( r∏
j=k+1

Tj

)( p∏
j=r+1

(T−jTj)
)
.

Using the above equality with q = 1, we get the inequality∥∥∥ p∏
j=−p

Tj − T0

p∏
j=1

(T−jTj)
∥∥∥ 6 c2p−1

p∑
r=1

∑
|k|6r−1

‖[T−r, Tk]‖,

which yields the statement by the norm-asymptotic abelianess in density of (A,Φ).

Now we are ready to prove the main result of this section, which will imply
Theorems 1.3, 1.4 and 1.5:

Theorem 7.5. Let (A, ϕ,Φ) be a weakly mixing state preserving C∗-dynam-
ical system, p > 1, and 1 6 m1, . . . ,mp ∈ N, mj 6= mj′ for j 6= j′. Then

(SWMm1,...,mp
) ⇒ (UWMm1,...,mp

) ⇒ (WMm1,...,mp
).

If (A,Φ) is norm-asymptotically abelian in density then we have also

(WMm1,...,mp
) ⇔ (SWM0,m1,...,mp

).
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Proof. For the first implication we assume (SWMm1,...,mp
) and show that,

for every x1, . . . , xp ∈ A, the sequence

ξn = πϕ

(
Φm1·n(x1) · · ·Φmp·n(xp)

)
ξϕ − ϕ(x1) · · ·ϕ(xp)ξϕ ∈ Hϕ, n > 1

is uniformly weakly mixing to zero.
Let us denote, for every 1 6 q 6 p and n > 1,

ξ(q)n = πϕ

( q∏
j=1

Φmj ·n(xj)
)
ξϕ − ϕ(xq)πϕ

( q−1∏
j=1

Φmj ·n(xj)
)
ξϕ

= πϕ

(( q−1∏
j=1

Φmj ·n(xj)
)
(Φ∗∗)mp·n

(
xq − ϕ(xq)1A∗∗︸ ︷︷ ︸

=x̃q

))
ξϕ.

According to Lemma 7.3,

(ξ(q)n+d | ξ
(q)
n ) = ϕ

(
(Φ∗∗)mq·n(x̃∗q)

( −1∏
j=−q+1

Φm|j|·n(x∗−j)
)

·
( q−1∏

j=1

Φmj ·(n+d)(xj)
)
(Φ∗∗)mq·(n+d)(x̃q)

)

= ϕ
(
(Φ∗∗)mq·n(x̃∗q)

( −1∏
j=−q+1

Φm|j|·n(x∗−j)
)

·
( q−1∏

j=1

Φmj ·n
(
Φmj ·d(xj)

))
(Φ∗∗)mq·n

(
(Φ∗∗)mq·d(x̃q)

))

converges in density for n → ∞ to
( q−1∏

j=1

ϕ
(
x∗jΦ

mj ·d(xj)
))
· ϕ

(
x̃∗q(Φ

∗∗)mq·d(x̃q)
)
.

Furthermore, since Φ, hence also Φmq is weakly mixing with respect to ϕ, using
(2.4) we get

D- lim
d→∞

ϕ
(
x̃∗q(Φ

∗∗)mq·d(x̃q)
)

= D- lim
d→∞

ϕ
(
x∗qΦ

mq·d(xq)
)
− ϕ(xq)ϕ(xq) = 0.

Therefore D- lim
d→∞

(
D- lim

n→∞
(ξ(q)n+d | ξ

(q)
n )

)
= 0 and, by Corollary 7.2, (ξ(q)n )n>1 is

uniformly weakly mixing to zero for any 1 6 q 6 p.

Now, since ξn =
p∑

q=1

( p∏
j=q+1

ϕ(xj)
)
ξ
(q)
n , we conclude that the sequence (ξn)n>1

is indeed uniformly weakly mixing to zero.
Further, (UWMm1,...,mp

) ⇒ (WMm1,...,mp
) is trivial and, if we assume that

the C∗-dynamical system (A,Φ) is norm-asymptotically abelian in density, then
the equivalence (WMm1,...,mp ) ⇔ (SWM0,m1,...,mp) follows by using Lemma 7.4.

Proof of Theorem 1.3. Let the integers 1 6 m1 < m2 be arbitrary. Ac-
cording to Proposition 5.4, (A, ϕ,Φ) satisfies (SWMm2−m1,0 ) ⇔ (SWMm2,m1)
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and by Theorem 7.5 it follows that (A, ϕ,Φ) is weakly mixing of order (m2,m1).

Consequently, if x1, x2 ∈ A then

(7.7) lim
n→∞

1
n+ 1

n∑
k=0

∣∣∣(πϕ

(
Φm2·k(x2)Φm1·k(x1)

)
ξϕ − ϕ(x2)ϕ(x1)ξϕ | ξ

)∣∣∣ = 0

for every ξ ∈ πϕ(A)ξϕ, hence for every ξ ∈ Hϕ. (7.3) with ξ ∈ πϕ(A)′ξϕ yields

(7.8) lim
n→∞

1
n+ 1

n∑
k=0

∣∣∣ (
πϕ

(
Φm2·k(x2)Φm1·k(x1)

)
ξ − ϕ(x2)ϕ(x1)ξ | ξϕ

)∣∣∣ = 0,

first for ξ ∈ πϕ(A)′ξϕ and then for any ξ ∈ Hϕ. Using (7.8) with ξ ∈ πϕ(A)ξϕ, we
finally get D- lim

n→∞
ϕ
(
Φm2·k(x2)Φm1·k(x1)x0

)
= ϕ(x2)ϕ(x0)ϕ(x0) for all x0 ∈ A.

Writing the above equality for xj replaced by x∗j and passing to the conjugates,
we get (WMm1,m2).

Proof of Theorem 1.4. If the integers 1 6 m1 < m2 are arbitrary then,

according to Proposition 5.4, (A, ϕ,Φ) satisfies (SWM0,m2−m1) ⇔ (SWMm1,m2)
and by Theorem 7.5 it follows that (A, ϕ,Φ) is uniformly weakly mixing of order

(m1,m2).

We notice that, by (6.1) and by Proposition 5.4, the statement of Theorem 1.4

still holds if, instead of assuming the commutation of s(ϕ)Φ∗∗ with the modular
group of ϕ, we assume that the canonical cyclic vector ξ̃ of the covariant GNS
representation (π̃, Ũ , ξ̃) of (A, ϕ,Φ) is also separating for the von Neumann algebra( +∞⋃

k=−∞
Ũkπ̃(A)Ũ−k

)′′
(cf. Proposition 6.2).

Proof of Theorem 1.5. We shall use induction on p.

For any m1 > 1, (SWMm1) being trivially satisfied, (UWMm1) follows by

using Theorem 7.5. An alternative way to get this is by using Proposition 5.4 and

Theorem 9.7 (see Appendix B).

If (UWMm1,...,mp) holds for some p > 1 and all 1 6 m1 < · · · < mp, then, for
any integers 1 6 n1 < · · · < np+1, condition (UWMn2−n1,...,np+1−n1) is satisfied
and Theorem 7.5 yields

(UWMn2−n1,...,np+1−n1) ⇒ (WMn2−n1,...,np+1−n1)

⇒ (SWM0,n2−n1,...,np+1−n1) ⇔ (SWMn1,...,np+1)

⇒ (UWMn1,...,np+1).
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8. APPENDIX A: A NON-COMMUTATIVE VAN DER CORPUT TYPE INEQUALITY

The goal of this section is to extend to the setting of arbitrary ∗-algebras
an inequality of J.G. Van der Corput (see e.g. [24], Chapter 1, Lemma 3.1), used
by him to prove his celebrated difference theorem for uniform distribution modulo
one (see e.g. [24], Chapter 1, Theorem 3.1).

Formula 8.1. If 1 6 n > h > d > 0 are natural numbers and a1−h, . . .
. . . , an+h−d are elements of an additive semigroup then

n+h∑
k=1

k−d∑
j=k−h

aj = (h− d+ 1)
n∑

j=1−d

aj +
h−d∑
j=1

(h− d+ 1− j)
(
a1−d−j + an+j

)
.

Proof.

n+h∑
k=1

k−d∑
j=k−h

aj =
−d∑

j=1−h

j+h∑
k=1

aj +
n∑

j=1−d

j+h∑
k=j+d

aj +
n+h−d∑
j=n+1

n+h∑
k=j+d

aj

=
−d∑

j=1−h

(j + h)aj +
n∑

j=1−d

(h− d+ 1)aj +
n+h−d∑
j=n+1

(n+ h− j − d+ 1)aj

= (h− d+ 1)
n∑

j=1−d

aj +
h−d∑
j=1

(h− d+ 1− j)
(
a1−d−j + an+j

)
.

Formula 8.1 yields immediately:

Formula 8.2. If 1 6 n > h > d > 0 are natural numbers and a1, . . . , an

are elements of an additive semigroup with neutral element then, putting aj = 0
for j 6 0 and for j > n+ 1, we have

n+h∑
k=1

k−d∑
j=k−h

aj = (h− d+ 1)
n∑

j=1

aj .

Now we prove the counterpart of Formula 8.1 for double sums:

Formula 8.3. If 1 6 n > h > 0 are natural numbers and aj,j′ , 1 − h 6
j, j′ 6 n+ h are elements of an additive semigroup then

n+h∑
k=1

k∑
j,j′=k−h

aj,j′ = (h+ 1)
n∑

j=1

aj,j +
h∑

d=1

(h− d+ 1)
n∑

j=1−d

(
aj,j+d + aj+d,j

)
+

h∑
d=1

(h− d+ 1)
(
a1−d,1−d + an+d,n+d

)
+

h∑
d=1

h−d∑
j=1

(h− d+ 1− j)
(
a1−d−j,1−j + a1−j,1−d−j + an+j,n+d+j + an+d+j,n+j

)
.
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Proof. Straightforward computation yields
n+h∑
k=1

k∑
j,j′=k−h

aj,j′ =
n+h∑
k=1

k∑
j=k−h

aj,j +
n+h∑
k=1

k∑
j,j′=k−h

j<j′

(
aj,j′ + aj′,j

)

=
n+h∑
k=1

k∑
j=k−h

aj,j +
n+h∑
k=1

h∑
d=1

k−d∑
j=k−h

(
aj,j+d + aj+d,j

)
=

n+h∑
k=1

k∑
j=k−h

aj,j +
h∑

d=1

n+h∑
k=1

k−d∑
j=k−h

(
aj,j+d + aj+d,j

)
.

Taking now in account that, according to Formula 8.1,
n+h∑
k=1

k∑
j=k−h

aj,j = (h+ 1)
n∑

j=1

aj,j +
h∑

j=1

(h+ 1− j)
(
a1−j,1−j + an+j,n+j

)
and

n+h∑
k=1

k−d∑
j=1

(aj,j+d + aj+d,j) = (h− d+ 1)
n∑

j=1−d

(aj,j+d + aj+d,j)

+
h−d∑
j=1

(h− d− j + 1)
(
a1−d−j,1−j + a1−j,1−d−j + an+j,n+d+j + an+d+j,n+j

)
,

the equality from the statement follows.

Similarly to the implication Formula 8.1 ⇒ Formula 8.2, Formula 8.3 implies

Formula 8.4. If 1 6 n > h > 0 are natural numbers and aj,j′ , 1 6 j, j′ 6 n
are elements of an additive semigroup with neutral element then, putting aj,j′ = 0
for j or j′ 6 0 and for j or j′ > n+ 1, we have

n+h∑
k=1

k∑
j,j′=k−h

aj,j′ = (h+ 1)
n∑

j=1

aj,j +
h∑

d=1

(h− d+ 1)
n∑

j=1

(
aj,j+d + aj+d,j

)
.

If n > 1 is a natural number and ξ1, . . . , ξn are elements of a normed vector
space, then we have by the Cauchy inequality

(8.1)
∥∥∥ n∑

k=1

ξk

∥∥∥2

6
( n∑

k=1

‖ξk‖
)2

6 n
n∑

k=1

‖ξk‖2.

The following analogue of (8.1) for ∗-algebras can be found in Section 2.8 (3) of
[35], (cf. [18], proof of Lemma 1):

Inequality 8.5. If n > 1 is a natural number and a1, . . . , an are elements
of a ∗-algebra then ( n∑

k=1

ak

)∗( n∑
k=1

ak

)
6 n

n∑
k=1

a∗kak.
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Proof. The inequality from the statement holds trivially for n = 1.
Let us now assume that it holds for some n > 1 and let a1, . . . , an, an+1 be

elements of a ∗-algebra. Then( n+1∑
k=1

ak

)∗( n+1∑
k=1

ak

)
=

( n∑
k=1

ak + an+1

)∗( n∑
k=1

ak + an+1

)
=

( n∑
k=1

ak

)∗( n∑
k=1

ak

)
+

n∑
k=1

(
a∗kan+1 + a∗n+1ak

)
+ a∗n+1an+1

6 n
n∑

k=1

a∗kak +
n∑

k=1

(
a∗kak + a∗n+1an+1

)
+ a∗n+1an+1

= (n+ 1)
n+1∑
k=1

a∗kak,

where the inequality follows by using the induction assumption and

a∗kan+1 + a∗n+1ak = a∗kak + a∗n+1an+1 −
(
ak − an+1

)∗(
ak − an+1

)
6 a∗kak + a∗n+1an+1.

Now we are prepared to prove our Van der Corput type inequality for ∗-
algebras (cf. [24], Chapter 4, Lemma 2.1):

Inequality 8.6. If 1 6 n > h > 0 are natural numbers and a1, . . . , an are
elements of a ∗-algebra then

(h+ 1)2
( n∑

j=1

aj

)∗( n∑
j=1

aj

)

6 (n+ h)(h+ 1)
n∑

j=1

a∗jaj + 2(n+ h)
h∑

d=1

(h− d+ 1)Re
n∑

j=1

a∗jaj+d.

Proof. Put aj = 0 for j 6 0 and for j > n+1. Using successively Formula 8.2,
Inequality 8.5 and Formula 8.4, we get

(h+ 1)2
( n∑

j=1

aj

)∗( n∑
j=1

aj

)
=

( n+h∑
k=1

k∑
j=k−h

aj

)∗( n+h∑
k=1

k∑
j=k−h

aj

)

6 (n+ h)2
n+h∑
k=1

( k∑
j=k−h

aj

)∗( k∑
j=k−h

aj

)
= (n+ h)2

n+h∑
k=1

k∑
j,j′=k−h

a∗jaj′

= (n+ h)
(
(h+ 1)

n∑
j=1

a∗jaj +
h∑

d=1

(h− d+ 1)
n∑

j=1

(
a∗jaj+d + a∗j+daj

))
.

It follows immediately a Van der Corput type inequality in Hilbert spaces:
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Inequality 8.7. If 1 6 n > h > 0 are natural numbers and ξ1, . . . , ξn are
vectors in a Hilbert space then

(h+ 1)2
∥∥∥ n∑

j=1

ξj

∥∥∥2

6 (n+ h)(h+ 1)
n∑

j=1

‖ξj‖2 + 2(n+ h)
h∑

d=1

(h− d+ 1) Re
n∑

j=1

(ξj | ξj+d).

Proof. Choose bounded linear operators aj with ξj = ajξ1 and apply In-
equality 8.6 to these a1, . . . , an. Then the value of ωξ1 in the left-hand side will be
less or equal than the value of ωξ1 in the right-hand side.

9. APPENDIX B: USED INGREDIENTS FROM THE ERGODIC THEORY

We recall that the upper density D∗(E) and the lower density D∗(E) of some
E ⊂ N = {0, 1, . . .} are defined by

D∗(E) := lim sup
n→∞

1
n+ 1

n∑
k=0

χE(k) = lim sup
n→∞

1
n+ 1

card(E ∩ [0, n]),

D∗(E) := lim inf
n→∞

1
n+ 1

n∑
k=0

χE(k) = lim inf
n→∞

1
n+ 1

card(E ∩ [0, n]),

where χE stands for the characteristic function of E ⊂ N (see e.g. [14], Chapter 3,
Section 5 or [23], Section 2.3). If upper and lower densities coincide then E is
called having density D(E) := D∗(E) = D∗(E).

The upper (respectively lower) density of a sequence (kj)j>1 in N means the
upper (respectively lower) density of the subset {kj : j > 1} of N.

We also recall that a subset N of N is called relatively dense if there exists
L > 0 such that every interval of natural numbers of lenght > L contains some
element of N . In this case holds clearly D∗(N ) > 1

L , so relatively dense sets are
of lower density > 0.

A sequence (kj)j>1 in N is called relatively dense if the subset {kj : j > 1} of
N is relatively dense. It is easy to see that a strictly increasing sequence (kj)j>1

is relatively dense if and only if sup
j>1

(kj+1 − kj) < +∞.

For the subsets E ⊂ N withD(E) = 0, called of zero density, the following use-
ful fact was noticed by S. Kakutani and L.K. Jones (see [19] or [29], Remark 2.6.3):

Lemma 9.1. Let E1, E2, . . . ⊂ N be a sequence of zero density subsets. Then
there exists a zero density subset E ⊂ N such that Ej \ E is finite for every j > 1.

Proof. Choose by induction a sequence 1 6 n1 < n2 < · · · of integers such
that

1
n+ 1

n∑
k=0

χEj
(k) 6

1
p2

for n > np and j = 1, 2, . . . , p
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and put E =
∞⋃

j=1

(
Ej ∩ (nj ,+∞)

)
. For np < n 6 np+1 we have

1
n+ 1

n∑
k=0

χE(k) 6
1

n+ 1

n∑
k=0

p∑
j=1

χEj
(k) =

p∑
j=1

1
n+ 1

n∑
k=0

χEj
(k) 6 p

1
p2

=
1
p
,

so E has density zero.

A sequence (ωn)n>0 in a topological space Ω is said to converge in density
to ω ∈ Ω if there exists a set E ⊂ N of density zero such that lim

E63n→∞
ωn = ω.

We then write D- lim
n→∞

ωn = ω. Lemma 9.1 implies that, for any countable family

(ω(p)
n )n>0, p > 1 of convergent sequences in Ω, denoting D- lim

n→∞
ω

(p)
n by ω(p), there

exists a set E ⊂ N of density zero such that

lim
E63n→∞

ω(p)
n = ω(p) for all p > 1.

Lemma 9.2. If (ξn)n>0 is a bounded sequence in a Hilbert space H then the
following statements are equivalent:

(a) D- lim
n→∞

(ξn | η) = 0 for all η ∈ H;

(b) D- lim
n→∞

ξn = 0 with respect to the weak topology of H.

Proof. We prove only (a) ⇒ (b), the converse implication being trivial.
Let H0 denote the closed linear span of {ξn : n > 0}. By (a) there are

subsets Ej ⊂ N of density zero such that lim
Ej 63n→∞

(ξn | ξj) = 0 for all j > 0 and

by Lemma 9.1 there exists a subset E ⊂ N of density zero with Ej \ E finite for
all j > 0. Then lim

E63n→∞
(ξn | ξj) = 0 for all j > 0, so the closed linear subspace

{η ∈ H : lim
E63n→∞

(ξn | η) = 0} ⊂ H contains the sequence (ξj)j>0, hence all H0.

Since it trivially contains H 	H0, it is equal to H. In other words, (b) holds.

Using Lemma 9.1 it is easy to verify also the next classical result of B.O. Koop-
man and J. von Neumann ([22], see also [29], Lemma 2.6.2):

Lemma 9.3. Let (an)n>0 be a bounded sequence in [0,+∞). Then D- lim
n→∞

an

= 0 ⇔ {k ∈ N : ak > ε} has density zero for all ε > 0 ⇔ lim
n→∞

1
n+1

n∑
k=0

ak = 0.

In particular, given any real number p > 0, a bounded sequence (ωn)n>0 in
a metric space (Ω, d) is convergent in density to ω ∈ Ω if and only if

lim
n→∞

1
n+ 1

n∑
k=0

d(ωk, ω)p = 0.

The superior limit in density of a bounded sequence (an)n>0 in R is defined by

D- lim sup
n→∞

an = inf
{
λ ∈ R : {k ∈ N : ak > λ} has density zero

}
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(see [14], Section 7.2). Clearly,

(9.1) lim sup
n→∞

1
n+ 1

n∑
k=0

ak 6 D- lim sup
n→∞

an,

where we don’t always have equality, as the example an = (−1)n shows. However,
by Lemma 9.3,

D- lim sup
n→∞

|an| = 0 ⇔ D- lim
n→∞

|an| = 0 ⇔ lim
n→∞

1
n+ 1

n∑
k=0

|ak| = 0.

We recall also the following easily verifiable counterpart of Lemma 9.3:

Lemma 9.4. Let (an)n>0 be a bounded sequence in [0,+∞). Then

D∗
(
{k ∈ N : ak > ε}

)
= 0 for all ε > 0 ⇔ lim inf

n→∞

1
n+ 1

n∑
k=0

ak = 0.

Let X be a Banach space with dual space X∗. We shall say that a bounded
sequence (xk)k>1 in X is weakly mixing to zero if

lim
n→∞

1
n

n∑
k=1

|〈x∗, xk〉| = 0 ⇔ D- lim
n→∞

〈x∗, xn〉 = 0 for all x∗ ∈ X∗,

and we shall say that it is uniformly weakly mixing to zero if

lim
n→∞

sup
{ 1
n

n∑
k=1

|〈x∗, xk〉| : x∗ ∈ X∗, ‖x∗‖ 6 1
}

= 0.

The following theorem is again due to B.O. Koopman and J. von Neu-
mann ([22]).

Theorem 9.5. For a linear contraction U on a Hilbert space H and ξ ∈ H
the following statements are equivalent:

(a) the sequence (Unξ)n>1 is weakly mixing to zero;
(b) ξ is orthogonal to all eigenvectors of U corresponding to an eigenvalue of

modulus 1;
(c) D- lim

n→∞
(Unξ | ξ) = 0;

(d) D- lim
n→∞

Unξ = 0 with respect to the weak topology of H.

Proof. For the proof of the equivalence of (a), (b) and (c) we refer the reader
to Theorem 2.3.4 in [23]. On the other hand, (a) ⇔ (d) follows from Lemma 9.2.

Corollary 9.6. If U is a linear isometry on a Hilbert space H then

HU
AP =

{
ξ ∈ H : {Unξ : n ∈ N} is relatively norm-compact

}
is the closed linear span of all eigenvectors of U .

Proof. It is easy to see that HU
AP is a closed linear subspace of H containing

all eigenvectors of U .
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Now let ξ ∈ HU
AP be orthogonal to all eigenvectors of U . By Theorem 9.5

there exists some E ⊂ N of density zero satisfying weak-lim
E63n→∞

Unξ = 0 and then,

by the relative norm-compactness of the orbit of ξ, there exist n1 < n2 < · · · in
N\E such that the sequence

(
Unjξ

)
j>1

is norm-convergent. But then, taking into
account that U is isometrical, we have

‖ξ‖ = ‖ lim
j→∞

Unjξ‖ = ‖weak-lim
E63n→∞

Unξ‖ = 0 ⇒ ξ = 0.

In [20] the following results was proved.

Theorem 9.7. Let U be a power bounded linear operator on a Banach space
X, x ∈ X, and xk = Uk(x), k > 1. Then the following conditions are equivalent:

(i) the sequence (xk)k>1 is weakly mixing to zero;
(ii) the sequence (xk)k>1 is uniformly weakly mixing to zero.

The next characterization of bounded sequences which are uniformly weakly
mixing to zero was proved in [20] for the case when the sequence is an orbit of a
power bounded linear operator, and in [41] in the general case (for a related result
in Hilbert spaces see [1]):

Theorem 9.8. For a bounded sequence (xk)k>1 in a Banach space X, the
following conditions are equivalent:

(i) (xk)k>1 is uniformly weakly mixing to zero;
(ii) For every sequence 1 6 k1 < k2 < · · · in N of lower density > 0,

lim
n→∞

∥∥∥ 1
n

n∑
j=1

xkj

∥∥∥ = 0.

(iii) For every relatively dense sequence 1 6 k1 < k2 < · · · in N,

lim
n→∞

∥∥∥ 1
n

n∑
j=1

xkj

∥∥∥ = 0.

For the following known property of totally bounded metric spaces (used e.g.
in the proof of [16], Theorem 4.1) we could not find a reference.

Proposition 9.9. If (Ω, d) is a totally bounded metric space and ε > 0 then{
n ∈ N : there are ω1, . . . , ωn ∈ Ω such that d(ωj , ωk) > ε for j 6= k

}
is bounded.

Proof. Assuming the contrary, for every integer n > 1 there exist ω(n)
1 , . . .

. . . , ω
(n)
n ∈ Ω with d(ω(n)

j , ω
(n)
k ) > ε for j 6= k. Since the completion Ω̃ of Ω is

a compact metric space, we get by induction infinite sets N ⊃ N1 ⊃ N2 ⊃ · · ·,
Nj ⊂ {n : n > j}, and ω̃1, ω̃2, . . . ∈ Ω̃ for which lim

Nj3n→∞
ω

(n)
j = ω̃j . But then

d(ω̃j , ω̃k) = lim
Nk3n→∞

d(ω(n)
j , ω

(n)
k ) > ε whenever j < k, so the sequence

(
ω̃j

)
j>1

has no Cauchy subsequence, in contradiction with the compactness of Ω̃.
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The next recurrence result is done in the proof of [16], Theorem 4.1, but it
goes back to [25] (see also [12], Exercise 4.3.D):

Corollary 9.10. Let (Ω, d) be a metric space, T : Ω → Ω an isometrical
map, and ω ∈ Ω. Then the following statements are equivalent:

(a) the orbit {Tn(ω) : n ∈ N} is totally bounded;
(b) for every ε > 0 there exists a relatively dense N ⊂ N such that d(Tn(ω), ω)

6 ε for all n ∈ N .

Proof. The implication (b) ⇒ (a) is straightforward, it holds even if T is
assumed only contractive. Let us now assume that (a) holds and let ε > 0 be
arbitrary.

By Proposition 9.9 there exists a greatest integer p > 1 such that there are
n1 < · · · < np in N with d

(
Tnj (ω), Tnk(ω)

)
> ε for j 6= k. Since T is isometrical,

we have for every n ∈ N

d
(
Tn+nj (ω), Tn+nk(ω)

)
= d

(
Tnj (ω), Tnk(ω)

)
> ε for j 6= k

and by the maximality of p it follows that d
(
Tn+nj (ω), ω

)
6 ε for at least one

1 6 j 6 p, that is

d
(
Tm(ω), ω

)
6 ε for some n 6 m 6 n+ np.

We notice that if F is a finite set and, for every ι ∈ F , (Ωι, dι) is a metric
space, Tι : Ωι → Ωι is an isometrical map and ωι ∈ Ωι, then all orbits {Tn

ι (ωι) :
n ∈ N}, ι ∈ F , are totally bounded if and only if for every ε > 0 there exists a
relatively dense N ⊂ N such that dι(Tn

ι (ωι), ωι) 6 ε for all ι ∈ F and n ∈ N .
For it is enough to apply Corollary 9.10 to

Ω =
∏
ι∈F

Ωι, d
(
(ωι)ι, (ρι)ι

)
= max

ι
dι(ωι, ρι), T =

∏
ι∈F

Tι.
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