J. OPERATOR THEORY © Copyright by THETA, 2004
52(2004), 21-37

A DECOMPOSITION THEOREM
FOR GENERATORS OF STRONGLY CONTINUOUS GROUPS
ON HILBERT SPACES

MARKUS HAASE

Communicated by Nikolai K. Nikolski

ABSTRACT. For the generator A of a strongly continuous group on a Hilbert
space, we modify Liapunov’s method of changing the scalar product to ob-
tain a decomposition A = B + C' with B skew-adjoint and C bounded and
selfadjoint (with respect to the new scalar product). This yields a new proof
of the fact that A has bounded H*—calculi on vertical strips. Furthermore
we show that, with respect to the new scalar product, A? can be obtained
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1. INTRODUCTION AND PRELIMINARIES

Every bounded linear operator A on a Hilbert space H has a canonical decompo-
sition
A—A* A+ A*
+
2 2
as sum of a skew-adjoint and a selfadjoint operator. This decomposition reflects
the canonical decomposition of the elements of the numerical range of A in real
and imaginary parts. Furthermore, the commutator
A—A" A+ A*
2 72
of both summands is selfadjoint. For unbounded operators such a decomposition
fails, in general, for many reasons.

(1.1) A=

} - %(AA* _ A*A)
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We show below that, if A generates a strongly continuous group on H, one
can always find an equivalent scalar product such that the above decomposition
remains valid (see Theorem 3.1 below).

Thus, a group generator on a Hilbert space always can be viewed as a
bounded perturbation of a skew-adjoint operator (after changing the scalar prod-
uct). This allows us to give a new proof of a theorem of Boyadzhiev and deLauben-
fels (from [7]) which asserts that a group generator has a bounded H*°-calculus
on every vertical strip {z : | Re(z)| < w} where w is greater than the group type
(Theorem 4.2).

In the last section we examine squares of group generators on Hilbert spaces.
We show that (after a suitable change of the scalar product) these operators always
can be obtained by a closed sectorial form with Kato’s Square Root Property (see
Definition 5.7). Using the correspondence between squares of group generators and
generators of cosine functions, we finally establish the theorem that generators of
cosine functions always can be obtained by sectorial forms with the Square Root
Property (Theorem 5.8).

In the following, H denotes a complex Hilbert space. By an operator A on H
we always mean a linear operator whose domain D(A) is a linear subspace of H.
If A is injective we will write A=! for its inverse. If A1 € L(H), then A is called
invertible. The (original) scalar product on H will be written as (- | -), for new
scalar products we use the same notation with additional subscripts. If (- | ), is
an equivalent scalar product, and A is a densely defined closed operator on H, we
let A* and A° denote the adjoint of A with respect to the original and new scalar
product, respectively.

The well-known Lax-Milgram Theorem and some trivial computations imply
the following proposition which is fundamental for our considerations.

PROPOSITION 1.1. Let H be a Hilbert space with scalar product (- | -). Then
the mapping

Q—(Q )
is a bijection between the set of bounded, positive, invertible operators on H and

the set of all scalar products on H which are equivalent to (- | -).

If (-] )o = (Q- ] ) is such a new scalar product and A is a densely defined
linear operator on H, then D(A°) = Q= 'D(A*) and A° = Q1 A*Q.

Note that all results using equivalent scalar products could be reformulated
in terms of similarity. This is due to the fact that the operator Q'/? is a unitary
equivalence between the Hilbert spaces (H, (- | -)) and (H, (Q- | -)). For example,
the operator A is accretive with respect to the new scalar product (Q- | -) if, and
only if the operator Q/24Q~(1/2) is accretive with respect to the original scalar
product.

In the following, we will use standard results from semigroup theory without
further reference. Proofs can be found in the books [1] and [11].
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2. THE LIAPUNOV METHOD

Let A be the generator of a Cy-semigroup T' = (1'(t));>o on the Hilbert space H.
If H is finite dimensional, the classical Liapunov Theorem establishes a connection
between the spectral bound of A and the asymptotic behaviour of T'. It also states
that for an exponentially stable semigroup T there is an equivalent scalar product
such that each T'(t) is contractive with respect to the new norm. This new scalar
product is given by the formula

(2.1) (= |y)o = /(T(t)w | T()y)dt = (Qz | y)
0

with @ = [ T'(¢)*T'(t) dt. Moreover, the Liapunov equation
0

(2.2) A'Qr+ QAx = —x
holds for x € H. This is still true if H is infinite dimensional and A is a bounded
operator (see [9], Chapter I).

If the generator A is unbounded, definition (2.1) obviously still yields a pos-
itive definite, sesquilinear and continuous form on H, the operator () now being

defined by @ := strong- [ T(t)*T'(t) dt. Moreover, the Liapunov equation remains

0
valid, in the sense that Q(D(A)) C D(A*) and (2.2) holds for x € D(A) (see [8],
Theorem 5.1.3). In general, the scalar product (- | <)o = (Q- | -) is not equiv-
alent to the original one. But it is if one supposes that T actually extends to a
Co-group. In fact, for each Cy-group (T'(t))ier on a Banach space X one can find
wo =0, M > 1 with

(2.3) IT()| < Me*otl ¢t eR.
(The infimum of all such wy is called the group type of the group (T'(t))ter.) This
implies ||z|| < |T(=t)|| |T(t)z| < Me“o||T(t)z|| for all ¢ > 0. Hence,

1

]2 = (x| 2)o = / |T()z]? dt > / M 2em 20t |2 =
0 0

holds for all z € H. (Note that we have wy > 0, since the semigroup (7'(t));>¢ is
assumed to be exponentially stable.)

PROPOSITION 2.1. Let A be the generator of an exponentially stable Cpy-
semigroup T on H. If T extends to a group, then the operator @ defined by

Q= [ T()*T(t)dt
/

is a bounded, positive, and invertible operator on H. Therefore,

oo

(@ | ) = (Qu | y) = / (T(t)z | T(tyy) dt

0
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defines a scalar product which is equivalent to the original one. Moreover, one has

(2.4) D(A) =D(A°) with A°+A=—-Q .

Proof. Only the last statement remains to be shown. As mentioned above,
the Liapunov equation A*Q + QA = —I holds on D(A). Since A° = Q~1A*Q, we
have D(A) C D(A°) and A° D —A — Q. But both operators —A — Q! and A°
generate Cy-groups, the first being a bounded perturbation and the second being
the adjoint of a Cy-group generator. Hence A° = —A — QL. 1

Before we examine the consequences of the above proposition, we look for a
converse.

LEMMA 2.2. Let A be the generator of an exponentially stable Cy-semigroup
T on H. Assume that Q := [T(¢)*T(t)dt is invertible. Then, for all t > 0, the
0

operators T(t) are injective with closed range. Furthermore, there is ro > 0 such
that the operators A + A are injective with closed range for all X with Re A > rq.

Proof. Since the set of invertible operators is an open subset of L(H),
o o

T*(t) [ T*(s)T(s)dsT(t) = [ T*(s)T(s)ds is invertible for small ¢ > 0. Thus,
0 t

T*(t) is surjective for small ¢ > 0. From the Closed Range Theorem it is immedi-
ate that T'(t) is injective with closed range for small ¢ > 0. To obtain the result
for general t > 0, simply write T'(t) = T'(¢/n)™ with n € N large enough. The Lia-
punov equation (2.2) yields D(A°) D D(A) and — Az = (A°+Q 1)z for x € D(A).
From this it follows that D(A) is a closed subset of D(A°), where the norm on
D(A®) is the usual graph norm. Now, A° + Q™! generates a Cp-semigroup on H.
This implies that there is ry > 0 such that A — (A° + Q') is an isomorphism of
D(A°) onto H for each A with ReX > rg. Hence A + A is injective with closed
range for each such A. 1

PROPOSITION 2.3. Let T, A and @Q be as in Lemma 2.2. The following as-
sertions are equivalent:
(i) the semigroup T extends to a group;
(ii) the operator Q is invertible and T'(t) has dense range for some t > 0;
(iil) the operator @Q is invertible and T*(t) is injective for some t > 0;

(iv) both operators Q and Q := [ T@)T*(t)dt are invertible;
0

(v) The operator @Q is invertible and no left halfplane is contained in the
residual spectrum of A.

Proof. Assume (i). Then T* = (T*(t)):>o is also a group, and —A is a Cp-
semigroup generator. By Proposition 2.1, the assertions (ii), (iii), (iv) and (v)
follow (one has to change the roles of T" and T* for the proof of (iv)).

From Lemma 2.2 and the first part of its proof it is clear that each one of the
assertions (ii), (iii) and (iv) immediately implies (i). Suppose (v) holds and let rg
be as in Lemma 2.2. By (v), there is A with Re A > 0 such that (A+A) : D(4) — H
is bijective. This implies D(A) = D(A°), hence —A = A° +Q~! is a Cy-semigroup
generator (cf. the proof of Lemma 2.2). This proves (i). 1
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COROLLARY 2.4. Let T, A and Q be as in Lemma 2.2 and suppose that () is
invertible.
(i) If each T(t) is a normal operator, then T extends to a group.

(ii) If T is a holomorphic semigroup, then A is bounded.

Proof. If T(t) is normal for each ¢, then @ = @ If T() is holomorphic,
then also 7%(+) is holomorphic. From this follows that T™*(¢) is injective for each
t. Apply now Proposition 2.3 to obtain that T' extends to a group. In case T' is a
holomorphic semigroup, this implies that A is bounded. 1

Let (S(t));>0 be the right translation semigroup on the Hilbert space
L?(0,00) (see [11], 1.4.16) and let w > 0. Then T(t) := e “!S(t) defines an
exponentially stable semigroup with T*(¢)T(t) = e ?“*I. Hence the associated

operator @ is invertible. This shows that the invertibility of @ is not sufficient for
having a group.

COMMENTS. In the case when A is bounded, the Liapunov method is used
in Chapter I of the book ([9]) of Daleckii and Krein. There, the operator equation
QA+ A*Q = —1 is directly linked to the problem of finding a Liapunov function
for the semigroup (which is sometimes called “Liapunov’s direct method”). For
the unbounded case, the relevant facts are included in Theorem 5.1.3 of Curtain
and Zwart’s book ([8]), where a characterization of exponential stability of the
semigroup is given in terms of the existence of an operator @) satisfying the Lia-
punov equation. It is shown in [24] that this method in fact gives an equivalent
scalar product if the semigroup extends to a group.

3. THE MAIN THEOREM

Let A be the generator of a Cy-group T' on the Hilbert space H, satisfying (2.3),
and let w > wg. We now define

(x| y)o := / (T(t) | T(t)y)e 21 dt

(3.1) o0
/ t)x | T(t) *2“’tdt+/ t)z | T(—t)y)e 2*tdt
0 0

for z,y € H, i.e., we apply the Liapunov method simultaneously to the rescaled
“forward” and “backward” semigroups obtained from the group 7. From Propo-
sition 2.1 it is immediate that (- | - ), is a scalar product on H which is equivalent
to the original one. The following theorem summarizes its properties.
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THEOREM 3.1. Let A be the generator of a Cy-group T' on a Hilbert space H
with ||T(t)|| < Me=ol!l fort € R, and let w > wy. With respect to the (equivalent)
scalar product (- | -)o defined by (3.1) the following assertions hold:

(i) The operators A —w and —A — w are both m-dissipative; i.e., || T(t)]lo <
e“I!l for all t € R.
(ii) D(A) = D(A®) and A = B + C with

1 1
= SA-4) and Ci=S(A+A%),

(iii) B is skewadjoint with D(A) = D(B).

(iv) C has an extension to a bounded and selfadjoint operator (also denoted
by C) with —w < C < w.

(v) D(A) is C-invariant, i.e., C(D(A)) C D(A), and [B,C] = BC — CB
has an extension to a bounded and selfadjoint operator on H.

Proof. We first show (i). One has

I7(s)2 = / IT(0)T (s) o211 at = / I+ )| %e2V e

/IIT(t)xHQe‘QW‘t—S‘ dt=/||T(t)x|\ze—zwlt\e%(\tl—\t—sl)dt

<elz)2, seRzeH
since |t| — |t — s|] < |s| for all s,¢ € R by the triangle inequality.
To prove (ii), let

o

= /T(t)*T(t)e—th dt, Qo := /T(_t)*T(_t)e—th dt,
0 0

and

Q= Qo+ Qo = / T T(t)e=2 dt.

R
Then (z | y)o = (Qx | y) for all z,y € H. The Liapunov equations for Qg and Qg
read
(32) Qe(A-w)z+ (A-w)'Qaz = —x
(3.3) Qo(—A—w)z+ (—A—w)"Qor = —z
for x € D(A) (see (2.2)). (In particular this means that QgD(A) C D(A*) and
QoD(A) C D(A*).) Adding equations (3.2) and (3.3) one obtains
QAr + A"Qr = 2w(Qe — Qo)

for x € D(A). Note that D(A4°) = Q7 !D(4*) and A° = Q~1A*Q by Proposi-
tion 1.1. Hence we have D(A) C D(A°) and A + A° C 2wQ 71 (Qg — Q). As in
the proof of Proposition 2.1 it follows that D(A°) = D(A). This proves (ii), and a
short computation also yields (iv).
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For the proof of (iii) we note first that, by (iv), B = —A + C' is a bounded
perturbation of the generator of a Cy-group. Therefore, B° and —B are Cy-group
generators as well. But it is easily seen that B® D —B, whence it follows that
B° = —-B.

The C-invariance of D(A) is clear from the formula C' = wQ Qg — Qo)
and D(A) = D(A°) = Q7 'D(A*). Furthermore, using (3.2), (3.3) and the fact
that A° = 2C — A, we compute

CA=wQ HQaA - QoA) =wQ H(~I +2wQg — A*Qp — I +2wQs + A*Qs)
=wQ (21 + 20Q — A*(Qs — Qo))
= 2wQ ' 4 2w T —wA°Q Qg — Qo)
= 2wQ ! 4+ 2w — A°C = —2wQ ™! 4 2w T — (2C — A)C
= —2wQ 1 42w — 2C? + AC.

This shows that [B,C] = [A, C] has an extension to a bounded operator which is
selfadjoint with respect to (] -)o. 1

COROLLARY 3.2. Let A generate a Cy-group T on a Hilbert space H. Then
there exists a bounded operator C such that B := A — C generates a bounded
Co-group. Moreover, the operator C' can be chosen in such a way that D(A) is C-
invariant and the commutator [A,C] = AC — CA has an extension to a bounded
operator on H.

REMARK 3.3. Let (T(t))ter be a Cp-group on H with generator A and
such that [|T(t)]] < et for all + € R and some constant w > 0. Then it is
easy to show that there is a sum decomposition A = B + C such that B is
skewadjoint and C' is bounded and selfadjoint with —w < C' < w. (Consider the
symmetric, sesquilinear form c¢(u,v) := (Au | v) + (u | Av) on D(A). Then apply
the generalized Cauchy-Schwarz inequality (see [19], Chapter XII, Lemma 3.1) to
obtain that ¢ is continuous with respect to the norm on H. Define C € L(H) by
c(u,v) = (Cu|v)and Bby B:=A—-C.)

In general however, D(A) is not C-invariant. In fact, let H := L?(R) and
B = d/dt the generator of the shift group. Furthermore, let C' := (f — wmf)
where m(z) = sgnx is the sign function. Then C is bounded and selfadjoint and
A := B+ C generates a Cyp-group T with | T(2)| < e“l!l. Obviously, D(A) =
D(B) = WH2(R) is not invariant with respect to multiplication by m.

This shows that part (v) of Theorem 3.1 is not trivial and is due to the
particular way of renorming.

COMMENTS. The following well-known theorem by Sz.-Nagy (see [22]) can
be regarded as the “limit case” in Theorem 3.1: Every generator of a bounded Cjy-
group on a Hilbert space is similar to a skew-adjoint operator. This result cannot
be deduced directly from Theorem 3.1. However, Zwart in [24] gives a proof using
the Liapunov renorming.

In [9] it is proved that, given a Cpy-group T on a Hilbert space, one has
IT(t)]|o < !l for some equivalent scalar product (- | -)o and some w strictly
larger than the group type wg. (This is covered by part (i) of our Theorem 3.1.)
While the proof in [9] is based on the boundedness of the H*-calculus (see next
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section) and on a deep result of Paulsen, our approach is more direct and con-
siderably shorter. In [21], Simard shows that in general it is not possible to take
w = wyg in Theorem 3.1.

4. THE H°°-CALCULUS

In this section we show that the generator A of a Cy-group T on a Hilbert space
H has a bounded H*(S,,)-functional calculus for each o > wg where wy is as in
(2.3). Here S, denotes the open strip

So :i={2€C:|Re(2)| < a}

and H*(S,) is the Banach algebra of all bounded analytic functions on S,.
Choose wp < w1 < @ < w, and let I' = v @ v9 with 1 (r) = —w; — ir and
Y2(r) = w1 +ir, r € R. For f € H*(S,) and = € D(A?) we define

(4.1) F(A)g = i > EZLQR(,Z,A) (42 — w?)z.
I

(Note that the integral defines a bounded operator on H since the resolvent is
bounded on vertical lines. Hence, each f(A) defines a bounded operator from
D(A?) (with the graph norm) to H.) Cauchy’s theorem implies that this definition
is independent of the choice of w; and w. Standard arguments also show that

(Al_) (A = RO\, A)e and 1(A)z =z

for A ¢ S, and x € D(A?), where 1 denotes the constant one function. Further-
more, one has (fg)(A)x = f(A)g(A)x for all z € D(A*) and f,g € H®(S,). If

f(A) extends to a bounded operator on H (note that D(A?) is dense), we simply
write f(A) € L(H).

DEFINITION 4.1. We call the mapping
(f = f(A)) : H*(Sa) — L(D(4%), H),

defined by (4.1), the natural H*(S,)-calculus for A. We say that this calculus is
bounded if there is a constant ¢ such that

1f (Al < cllflloolll
for all f € H*(S,) and = € D(A?).
By the Closed Graph Theorem the natural H>° (S, )-calculus for A is bounded
if and only if f(A) € L(H) for each f € H*(S,). In this case, the mapping

(f— f(A): H>*(S,) — L(H) is a bounded algebra homomorphism.
‘We now come to the main result of this section.

THEOREM 4.2. Let A be the generator of a strongly continuous group T on a
Hilbert space H satisfying ||T(t)|| < Me=ll, t € R, for some constants M,wy > 0,
and let « > wg. Then the natural H*(S,,)-calculus for A is bounded.

Before proving the theorem, let us examine a special case.
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PROPOSITION 4.3. Let B be skew-adjoint, i.e., B generates a unitary group
on H. Let ® : C*(iR) — L(H) be the usual functional calculus for B given by
the spectral theorem. (Here, C(iR) denotes the algebra of bounded continuous
functions on iR.) Let a > 0. Then, f(B)x = ®(f|iR)x for all f € H*(S,) and
x € D(B?). In particular, the natural H*(S,,)-calculus for B is bounded.

Proof. By the spectral theorem we can assume H = L?(Q, i), where Q is
a locally compact space, p is a positive regular Borel measure on ), and B is
multiplication by a continuous function m € C(Q) such that m(Q) C iR (see
Remark 4.4 below). Then f(B) is the multiplication by the function

)= (=) g [ AP s
r

Since the integral converges in C? (), one can evaluate pointwise, and by Cauchy’s
theorem we arrive at g(p) = f(m(p)) for all p € Q. But this is exactly the way
how the usual functional calculus is constructed. 1

REMARK 4.4. In the previous proof we used a version of the spectral theorem
which is not standard, thus we give a sketch of its proof. Let A be a (possibly
unbounded) selfadjoint operator on a Hilbert space H and let T := (i — A)~!
R(i,A). Then T is a bounded normal operator on H. By Scholium 9.4 in [20],
there is a locally compact space €', a positive regular Borel measure ¢’ on ' and
a bounded continuous function ¢’ on ' such that p/(U) > 0 for every nonempty
open subset of ', and (H,T) is unitarily equivalent to (L?(€', 1'), ¢’). Since T is
injective, the closed set Z := (¢’ = 0) is locally p-null. Then, with Q := Q' \ Z,
pi= /| and g := ¢'|Q, (L*(Q, 1), ¢’) is unitarily equivalent to (L?(€, 1), g) and
(H, A) is unitarily equivalent to (L2(£2, i), m), where m :=1i— g~

Proof of Theorem 4.2. Tt suffices to show that for fixed f € H*>(S,) there
is a ¢ = ¢y such that || f(A)z|g < c||z||g for z € D(A?). By choosing a suitable
equivalent scalar product and employing Theorem 3.1 we can assume that there is
a skew-adjoint operator B with D(B) = D(A) and a bounded selfadjoint operator
C such that A =B+ C.

Next, note that by the Plancherel Theorem (r+— R(tw; xir, A)x) €
L?(R, H) with a constant ¢ = ¢(A) > 0, so

(4.2) / IR(£w; £ ir, A)z|? dr < c(A)?||z||?
R

for all x € H. Therefore, by Holder’s inequality,

(4.3) %R(A,A) d\ € L(H),

where the integral is understood in the strong sense. It follows that

(4.4) F(A)z = 2% Af (_)\C)UR()\7A) AN (A — w)z
T
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for # € D(A?). (Use Cauchy’s theorem together with 1z2—zR(\ A)(A + w)
(A-w)= 35 (A-w) + 2SR\ A)(A - w).)

Of course, the same considerations apply to B and A* instead of A. Finally,
we have

(4.5) / FO) RN, A)CR(A, B)d\ € L(H)
r

(again a strong integral) since

([ roro.aeroBan )| < [10)ICROB)e | RO A1
r r
<1l [ NROL Byl IREY, Al N < 26(B)e(4" T Il L o
r

for z,y € H. (Here we have used Holder’s inequality and (4.2) with A replaced by
B and A*.)

We can now complete the proof of Theorem 4.2. To simplify notation, we
write “F' = G” as an abbreviation for “F is bounded if and only if G is bounded”,
where a linear mapping F : D(A?) — H is called bounded if it extends to a
bounded operator on H. Then

f) [ f)
mR(A,A)dA(Aw)N/A_wR(A,A)dA(Bw)

(R(\, A) — R(\, B))dA (B — w)

R\, A)CR(\,B)dA (B - w)

RO\ A)C -1+ R\, B)(\ — w)] dA

R(A\, A) C R(\, B)(A — w) dA

FOOR(N, A) C R(A, B) dA.

By (4.5), this last term is bounded. (We have applied (4.3) in the first line, (4.4)
for B instead of A together with Proposition 4.3 in the second line, and again (4.3)
in the fifth line.) This finishes the proof. &

REMARK 4.5. Let X be a Banach space, A the generator of a Cy-group T" on
X with M, wg satisfying (2.3), and let & > wy. Then, the natural H>(S,,)-calculus
can be constructed in the same way as in the Hilbert space setting.
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Let F be a subalgebra of H>°(S,) that contains all elementary rationals
ry = (A—-)"1 XA ¢ S, An algebra homomorphism ® : F — £(X) such
that ®(ry) = R(A, A) is called a bounded F-calculus for A if there is ¢ such that
[@(N)llecx) < ellflloe for all f e F.

We let Ro(S,) denote the algebra which is generated by all the ry, A ¢ S,
and set R(Sy) := Ro(Sa) @ CL. Obviously, there is one and only one algebra
homomorphism ® : Ry(S,) — L(X) with ®(ry) = R(\ A) for each A\ ¢ S,.
From Chapter II, Theorem 10.4 in [12] one can deduce with the help of a Mébius
transformation that R(S,) is uniformly dense in H*(S,) N C(K) where K is
the closure of S, in the Riemann sphere. A fortiori, Ro(S,) is uniformly dense
in H*(S,) N Cy(S4). Hence, there is at most one bounded H>(S,) N Co(S,)-
calculus for A and at most one bounded H*°(S,) NC(K)-calculus for A that maps
1 to the identity operator.

We say that a sequence (f,,)n, C F converges boundedly and pointwise on S,
to a function f, if f,, — f pointwise on S, and sup || fn|lcc < co.

A bounded F-calculus ® : F — L(X) for A is said to be continuous with
respect to bounded and pointwise convergence (in short: b.p.-continuous), if it has
the following property: If f,, f € F such that f,, — f boundedly and pointwise
then ®(f,) — @(f) strongly on X.

If the natural H*°(S,)-calculus is bounded, then it is also b.p.-continuous.
This is due to the following McIntosh-type Convergence Lemma for the natural
H®(S,)-calculus which we state without proof (see Section 5 in [17] for the sec-
torial version).

LEMMA 4.6. If (fn)n C H?(S.) is uniformly bounded and pointwise con-
vergent to f € H*(S,) with sup || fn(A)|| < oo, then f(A) € L(X) and f(An)

converges strongly to f(A).

Now, for any f € H®(S,) there exists a sequence of rational functions
rn € R(Sq) such that ||ru|lec < ||fllec and 7, — f pointwise on S,. This fol-
lows, again after applying a suitable Mdobius transformation, from Chapter VI in
Theorem 5.3 in [12]. Moreover, the constant function 1 is approximated pointwise
by the rational functions (n(n + a — -)7!),en. Therefore, there is at most one
bounded and b.p.-continuous H>(S,)-calculus for A. Furthermore, due to the
Convergence Lemma, the natural H°(S,,)-calculus is bounded if and only if the
(unique) Ro(Sq)-calculus is bounded.

COMMENTS. An extension of the natural calculus appears first in a pa-
per by Bade (see [6]). For sectorial operators, an analogous construction was
done by Mclntosh and his co-workers (see [17]) who first put attention to the
boundedness of the natural H-calculus. Theorem 4.2 is originally due to Boy-
adzhiev and deLaubenfels (Theorem 3.2, [7]). Actually, they construct a bounded
H>(S,) N Cy(Sa)-functional calculus for the group generator A. The natural
H®(S4)-calculus is an extension of theirs, as can be seen from Remark 4.5 or
directly from the construction (cf. [7], Lemma 2.6). It follows from Remark 4.5
that Theorem 4.2 can be viewed as a corollary of the Boyadzhiev-deLaubenfels
Theorem. However, while in [7] the theory of regularized semigroups and the
functional calculus for sectorial operators is used, our proof is much shorter and
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more transparent. In [13] we give another proof which imitates McIntosh’s method
for sectorial operators, thereby obtaining even a characterization of Cy-group gen-
erators on Hilbert spaces.

5. COSINE FUNCTIONS AND VARIATIONAL METHODS

A cosine function on a Banach space X is a strongly continuous mapping Cos :
R — £(X) such that Cos(0) = I and

(5.1) 2 Cos(t) Cos(s) = Cos(t + s) + Cos(t — s), t,s €R.
Inserting ¢ = 0 in (5.1) yields Cos(—s) = Cos(s) for all s € R, and interchanging s
and ¢ in (5.1) shows Cos(t) Cos(s) = Cos(s) Cos(t) for all s,t € R. In the following,
we cite some basic results of the theory of cosine functions from Sections 3.14-3.16
in [1].

Given a cosine function, one can take its Laplace transform and define its
generator B by

AR(\?, B)zx = /e*)‘t Cos(t)x dt
0
for x € X and Re A sufficiently large. Then, for each pair (z,y) € X2, the function

u(t) = Cos(t)x—l—/Cos(s)y ds

is the unique mild solution of the second order abstract Cauchy problem

uw'(t) = Bu(t), t >0,
{ u(0) = z,

u'(0) =y,
(cf. [1], Corollary 3.14.8). If B generates a cosine function, then it also generates
a holomorphic semigroup of angle m/2 (cf. [1], Theorem 3.14.17).

PROPOSITION 5.1. (Theorem 3.14.11 in [1]) Let A generate a cosine function
on the Banach space X. Let the operator A on X x X be defined by

oo 4(5)-(4 §)(3)- (1)

Then there exists a unique Banach space V' such that D(A) — V — X and the
part B of A in V. x X generates a Cy-semigroup.

The space V' x H is called the phase space associated with A. If A generates
a cosine function and A € C, then A+ X generates a cosine function with the same
phase space (cf. Corollary 3.14.13 in [1]).

The connection to the theory of Cy-groups is given by the following: If
an operator A generates a Co-group (U(t))er on the Banach space X, then A2
generates a cosine function Cos with phase space D(A) x X, where Cos(t) =
(U(t)+U(=t))/2, t > 0 (cf. Example 3.14.15 in [1]). Moreover, a remarkable
theorem of Fattorini states the partial converse (cf. 3.16.7 in [1]).
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THEOREM 5.2. (Fattorini) Let B be the generator of a cosine function on
an UMD-space X. If —B is sectorial, then A = i(—B)l/2 generates a strongly
continuous group and A% = B.

This suggests to consider squares of group generators.

THEOREM 5.3. Let A generate a strongly continuous group T on the Hilbert
space H. Assume that there is w > 0 such that

IT@) < e, teR,

i.e., both A —w and —A — w are m-dissipative. Then, for every 0 < |¢| < 7/2 the
operator

(5.2) ei¢ (A2 - (ﬁ)z)

is m-dissipative. Thus, A? generates a holomorphic semigroup (S(2))Re->0 Of
angle w/2 such that

(5.3) IS < e/ e Jargz| <p< T
For the proof we will need the following lemma, whose proof is an easy

combination of elementary facts on dissipativity (which can be found, e.g., in
Section 2.1.1 of [23]).

LEMMA 5.4. Let A be an operator on the Hilbert space H. For A > 0 and

a € R the following assertions are equivalent:
(i) A is m-dissipative;

(ii) A +ia is m-dissipative;

(iii) A € p(A) and ||(A+ M) (A - N7 < 1;

(iv) A — e is m-dissipative for all € > 0.

Proof of Theorem 5.3. The case w = 0 is trivial since then the group is
unitary and A is skew-adjoint. This implies that A? is selfadjoint with A% < 0,
and the assertions of the theorem are immediate.

Assume w > 0, let 0 < |¢p| < 7/2 and fix € > 0. Define « = wtang,
ie., z:=w—ia = (w/cosp)e . By assumption and Lemma 5.4, the operators
A— (w—1ia) and —A — (w —ia) are m-dissipative. It follows from Lemma 5.4 that

H (z—¢)
A—(z+¢)ll’

(Here and in the following we write AIA instead of (A + \)(A+ p)~! to make the
computatlons more persplcuous.) Hence, it follows that

Z E (C: A Z 5
()ne C()mpul €S

A?2—(z—€)?  AZ—(224¢e?)+22¢  eP[A? — (22 + %)) + 2¢|7]

A2 — (z46)2 A2 — (22 +6€2) —2ze  e®[A2 — (22 +€2)] — 2¢|2|

A+ (z—¢) H
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We can now apply Lemma 5.4 again (note that 2¢|z| > 0) to conclude that

D42 _ (22 4 e?)) = i¢A2—< w )2 —ip _ _2 i
e zZZ+e))=e p— e ge

is m-dissipative. Letting ¢ \, 0 it follows from Lemma 5.4 that e® A% — (- )2e~i¢,

and finally that cos ¢
el (A2 - (éf) —oitg? (COLZ(/))Qew

is m-dissipative. This finishes the proof of the first part of the theorem. The
second part follows from standard semigroup theory (see [1], Chapter 3.4 and
Chapter 3.9). 1

The next proposition is needed for the proof of Theorem 5.8.

PROPOSITION 5.5. Let A be as in Theorem 5.3. Then
D(i(w? — A%)1/2) = D(4).

Proof. First note that the operator w? — A2 is sectorial (since A% — w? is m-
dissipative). Thus the square root is well defined. Since A generates a group, A?
generates a cosine function with phase space D(A) x H. By general cosine function
theory (see the remarks at the beginning of this section), A2 —w? also generates a
cosine function with the same phase space. Fattorini’s Theorem 5.2 implies that
B :=i(w?— A?)'/? generates a group and B?> = A?> —w. Now D(B) = D(A) follows
from the uniqueness of the phase space. 1

Suppose that we have the following situation: V is another Hilbert space,
densely embedded into H, and a : V xV — C is a continuous, sesquilinear form on
V which is H-elliptic, i.e., there is u > 0 such that Rea+p(- | - ) is an equivalent
scalar product on V. We briefly say that (a,V) is a closed form.

Given a closed form (a,V’), an operator A on H is defined by

(u,v) € graph(A) if and only if weV,v € Hand a(u,-) = (v,-)g on V.

If an operator A arises in this manner, we say that A is variational. (This is a
tribute to the origin of the theory of closed forms in the Dirichlet principle.) The
negative of a variational operator generates a holomorphic semigroup which is —
after shifting — contractive on a whole sector in the complex plane. This is in
fact a characterization due to the following result (see, e.g., Theorem 1.2 in [2]).

PROPOSITION 5.6. Let A be an operator on a Hilbert space. The following
assertions are equivalent:

(i) A is variational;

(ii) there are w € R and 0 < ¢ < m/2 such that both operators €% (A + w)
and e (A + w) are m-accretive.

(Recall that an operator A is called m-accretive if —A is m-dissipative.)

If A is variational, then A + X\ is m-accretive for all large A > 0. Kato
proved that in this case D((A 4+ A\)*) = D((A + A\)*®) holds for all 0 < a < 1/2
(Theorem 1.1 in [14]). In the case o = 1/2 this is no longer true in general (see
16]).
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DEFINITION 5.7. A variational operator A is called square root reqular if
(5.4) D((A+ X)) =D((A+ X))

for some A > 0. A closed form (a, V) is said to have the Square Root Property if
V = D((A+ \)'/?), where A is the operator associated with @ and A € R is such
that (A + A) is sectorial.

Note that if A is square root regular, then (5.4) holds for all A such that
A+ ) is sectorial since the domain of the square root is invariant with respect to
shifting (see Chapter 3.8 in [1]). It is known (see Theorems 1 and 2, [15]) that
(a,V) has the Square Root Property if and only if its associated operator A is
square root regular.

Now we are prepared for the final theorem.

THEOREM 5.8. Let B be the generator of a cosine function on a Hilbert space
H. Then —B is variational and square root reqular with respect to some equivalent
scalar product.

Proof. First, one can find § such that —B + ( is sectorial. Since B —
generates a cosine function as well, we can apply Fattorini’s Theorem. Thus, the
operator A :=i(3 — B)'/? generates a strongly continuous group 7' on H. Choose
wo, M such that (2.3) holds and let w > wy. By Theorem 3.1 we obtain a new

scalar product (- | -), making A — w and —A — w m-dissipative and such that
D(A) = D(A°) holds. Apply now Theorem 5.3 together with Proposition 5.6 to
conclude that —A% = —B + f3 is variational. This implies that —B is variational.

Finally, we apply Proposition 5.5 to the operators A and A° and obtain
D((8+w? — B)/?) = D((w® — A%)!/?) = D(4) = D(4°)
=D((w? ~ A*)!/%) =D((8 + * ~ B)°}).
This completes the proof. 1

COMMENTS. The construction of a variational operator by means of a form
depends on the particular scalar product of H. (In Example 3.2 in [2] a varia-
tional operator is constructed which loses this property after changing the scalar
product.) Thus it is natural to ask if a given operator A is variational with respect
to some equivalent scalar product. A general characterization was obtained in [2],
and one can in fact derive Theorem 5.8 from it. However, its proof uses a deep
result of Le Merdy, whereas our proof in the special case of generators of cosine
functions is more direct.

Kato’s original question, whether every variational operator is square root
regular (see Section 5, Remark 1 in [14]) was subsequently answered by McIntosh
in the negative (see [16]). Confining the question to elliptic operators, the problem
is known as Kato’s Square Root Problem, and it has been solved only recently by
Auscher, Hofmann, Lacey, McIntosh, and Tchamitchian (see [3] and [4]). More
information on the Square Root Problem can be found in [5] and [18].

Acknowledgements. This research is part of the DFG-project: “Regularitdat und
Asymptotik fiir elliptische und parabolische Probleme”.



36

MARKUS HAASE

I would like to thank Wolfgang Arendt for his permanent support and many helpful

discussions and remarks, Roman Shvidkoy for the stimulating discussions during his visit

in

Ulm and, last but not least, Rainer Nagel who has put me on the right track (again

and again).

—_

10.

11.

12.
13.

14.

15.

16.

17.

18.

Finally, I have to thank the referee for some very useful remarks.

REFERENCES

. W. ArenDT, C.J.K. BATTY, M. HIEBER, F. NEUBRANDER, Vector-Valued Laplace
Transforms and Cauchy Problems, Monogr. Math., vol. 96, Birkhauser, Basel
2001.
. W. ARENDT, S. Bu, M. HAASE, Functional calculus, variational methods and Lia-
punov’s theorem, Arch. Math. (Basel) 77(2001), 65-75.
. P. AUSCHER, S. HOFMANN, M. LACEY, A. McINTOSH, P. TCHAMITCHIAN, The
solution of the Kato square root problem for second order elliptic operators
on R", Math. Ann., to appear.
. P. AUSCHER, S. HOFMANN, A. McINTOsH, P. TCcHAMITCHIAN, The Kato square
root problem for higher order elliptic operators and systems on R™, J. Evol.
Equ. 1(2001), 361-385.
. P. AUSCHER, P. TCHAMITCHIAN, Square root problem for divergence operators and
related topics, Astérisque 249(1998), 1-172.

W.G. BADE, An operational calculus for operators with spectrum in a strip, Pacific
J. Math. 13(1953), 257-290.

K. BoyapzHIEV, R. DELAUBENFELS, Spectral theorem for unbounded strongly con-
tinuous groups on a Hilbert space, Proc. Amer. Math. Soc. 120(1994), 127—
136.

R.F. CURTAIN, H.J. ZWART, An Introduction to Infinite-Dimensional Linear Systems
Theory, Texts Appl. Math., vol. 21, Springer-Verlag, New York 1995.

J.L. DALECKII, M.G. KREIN, Stability of Solutions of Differential Equations in Ba-
nach Space, Transl. Math. Monogr., vol. 43, Amer. Math. Soc., Providence,
RI, 1974.

R. DELAUBENFELS, Strongly continuous groups, similarity and numerical range on a
Hilbert space, Taiwan. J. Math. 1(1997), 127-133.

K.-J. ENGEL, R. NAGEL, One-parameter Semigroups for Linear Evolution Equations,
Grad. Texts Math., vol. 194, Springer-Verlag, Berlin 2000.

T. GAMELIN, Uniform Algebras, Prentice-Hall, Inc., Englewood Cliffs, N.J., 1969.

M. HAASE, A characterization of group generators on Hilbert spaces and the H°-
calculus, Semigroup Forum 66(2003), 288-304.

T. KaTO, Fractional powers of dissipative operators, J. Math. Soc. Japan 13(1961),
246-274.

T. Kato, Fractional powers of dissipative operators. II, J. Math. Soc. Japan 14
(1962), 242-248.

A. McINTOSH, On the comparability of A2 and A*'/2, Proc. Amer. Math. Soc.
32(1972), 430-434.

A. McINTOSH, Operators which have a bounded H®-calculus, in Miniconference
on Operator Theory and Partial Differential Equations (North Ryde, 1986),
Proc. Centre Math. Anal. Austral Nat. Univ., vol. 14, Austral Nat. Univ.,
Canberra 1986, pp. 210-231.

A. McInTOSH, The Square Root Problem for Elliptic Operators, in Functional An-
alytic Methods for Partial Differential Equations, Lecture Notes in Mathe-
matics, vol. 1450, Springer-Verlag, 1990.



DECOMPOSITION FOR Co-GROUP GENERATORS 37

19. M. SCHECHTER, Principles of Functional Analysis, Academic Press, Inc., New York
1971.

20. I.LE. SEGAL, R.A. KUNZE, Integrals and Operators, Grundlehren Math. Wiss., 2nd
edition, Springer-Verlag, Berlin-Heidelberg-New York 1978.

21. A. SIMARD, Counterexamples concerning powers of sectorial operators on a Hilbert
space, Bull. Austral. Math. Soc. 60(1999), 459-468.

22. B. Sz.-NAGY, On uniformly bounded linear transformations in Hilbert space, Acta
Sci. Math. (Szeged) 11(1947), 152-157.

23. H. TANABE, Equations of Evolution, Monographs and Studies in Mathematics, vol.
6, Pitman Publishing Ltd., London 1979.

24. H. ZWART, On the invertibility and bounded extension of Cy-semigroups, Semigroup
Forum 63(2001), 153-160.

MARKUS HAASE
Abt. Angewandte Analysis
Universitat Ulm
Helmholtzstrafle 18
89069 Ulm
GERMANY

E-mail: haase@mathematik.uni-ulm.de

Received October 20, 2001; revised August 27, 2002 and March 20, 2003.



