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Abstract. A Hilbert module over the free algebra generated by n noncom-
mutative variables is a Hilbert space H with n bounded linear operators. In
this paper we use Hilbert module language to study the semi-invariant sub-
spaces of a family of weighted Fock spaces and their quotients that includes
the Full Fock space, the symmetric Fock space, the Dirichlet algebra, and the
reproducing kernel Hilbert spaces with a Nevanlinna-Pick kernel. We prove
a commutant lifting theorem, obtain explicit resolutions and characterize the
strongly orthogonally projective subquotients of each algebra. We use the
symbols associated with the commutant lifting theorem to prove that two
minimal projective resolutions are unitarily equivalent.
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1. INTRODUCTION AND PRELIMINARIES

In [13], Douglas and Paulsen reformulated a part of single variable operator
theory, including aspects of the Sz.-Nagy–Foiaş dilation theory, into the Hilbert
module language and proposed it as a guide to study multivariate function alge-
bras. This approach was strengthened by Muhly and Solel in [18], who studied
more general operator algebras. In this paper we use the Hilbert module language
to study the semi-invariant subspaces of a family of weighted Fock spaces and
their quotients. This family includes the Full Fock space, the symmetric Fock
space, the Dirichlet algebra, and the reproducing kernel Hilbert spaces with a
Nevanlinna-Pick kernel.

We first prove a commutant lifting theorem, based on the recent paper of
Clancy and McCullough ([9]). Then we use the Poisson kernels of [29] and [4] to
obtain explicit resolutions, in a way similar to Theorem 1.4 of [7]. We combine the
Poisson kernels and the commutant lifting theorems to characterize the strongly
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orthogonally projective subquotients of each algebra, and we use the symbols asso-
ciated with the commutant lifting theorem to prove that two minimal resolutions
are unitarily equivalent.

We obtain some applications. The Hilbert module language we use makes the
recent results of the paper by McCullough and Trent ([17]) on invariant subspace
and Nevanlinna-Pick kernels very transparent. We also prove that their conjec-
ture is true. We characterize the strongly orthogonally projective subquotients of
the symmetric Fock space (the pure Hilbert modules in the notation of [7]) and
show that they are exactly the free modules. And we find counter-examples to a
question of Muhly and Solel ([18], page 20). We show that strongly orthogonally
projective subquotients of a quotient algebra are, in general, not strongly orthog-
onally projective for the algebra. In the Full Fock space, we prove that a subquo-
tient is strongly orthogonally projective if and only if it is a submodule. The “if
part” follows also from the work of Muhly and Solel ([19]), who characterized the
strongly orthogonally projective modules of a large family of C∗-correspondences
that includes the Full Fock space as a particular case.

A Hilbert module (H;L1, . . . , Ln) over the free algebra generated by n-
noncommutative variables consists of a Hilbert space H and n bounded linear op-
erators L1, . . . , Ln. We will consider a fixed Hilbert module (H;L1, . . . , Ln), where
H denotes either a weighted Fock space or a quotient of a weighted Fock space, but
most results will be stated for the Hilbert module (H⊗`2;L1⊗I`2 , . . . , Ln⊗I`2). If
E ⊂ H⊗`2 is invariant under Li⊗I`2 for i 6 n, we say that (E ;L1⊗I`2 , . . . , Ln⊗I`2)
is a submodule of H⊗ `2. If E ⊂ H⊗ `2 is invariant under (Li⊗I`2)∗ for i 6 n, and
Vi = PE(Li⊗I`2)|E for i 6 n, we say that (E ;V1, . . . , Vn) is a ∗-submodule of H⊗`2.
And if E ⊂ H⊗`2 is semi-invariant under Li⊗I`2 for i 6 n, andWi = PE(Li⊗I`2)|E
for i 6 n, we say that (E ;W1, . . . ,Wn) is a subquotient of H ⊗ `2. Recall that
E ⊂ H⊗`2 is semi-invariant under an algebra A ⊂ B(H⊗`2) if the compression to
E is a multiplicative map. That is, if a, b ∈ A then PEaPEbPE = PEabPE . Sarason
proved that E is semi-invariant if and only if there exist two submodules E0 and E1

such that E0 ⊕E = E1. Every submodule and every ∗-submodule is a subquotient,
but the reverse is not always true.

A bounded linear operator f : H → K between the Hilbert modules (H;L1,

. . . , Ln) and (K;V1, . . . , Vn) is a module map if f(Lix) = Vif(x) for every x ∈ H
and i 6 n. The set of all bounded module maps is denoted by Hom(H,K).
The Hilbert modules H and K are isomorphic if there exists an invertible map
f : H → K such that f and f−1 are isometric module maps. Notice that the
orthogonal projection PE : H⊗ I`2 → E is a module map if and only if E ⊂ H⊗ `2
is a ∗-submodule of H ⊗ `2; and the inclusion ι : E → H ⊗ `2 is a module map if
and only if E is a submodule of H⊗ `2.
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A subquotient E is strongly orthogonally projective if whenever K0 and K1

are subquotients, Φ : K1 → K0 is a surjective coisometric module map, and
f : E → K0 is a module map, then there exists a module map F : E → K1 such
that ‖F‖ = ‖f‖ and f = Φ ◦ F ,

K1

F ↗ ↓ Φ

E f−→ K0

.

This property was introduced in [13] under the name hypoprojective. Muhly
and Solel renamed it strongly orthogonally projective, and introduced the weaker
notion of orthogonally projective. The two notions coincide in our setting.

In Section 2 we describe a family of weighted Fock spaces, F2(ωα). In Sec-
tion 3 we adapt a technique of Clancy and McCullough ([9]) to prove a Commutant
Lifting Theorem for the weighted Fock spaces of Section 2. The proof of the Com-
mutant Lifting Theorem is quite simple and short, and we use it to simplify the
proof of the Nevanlinna-Pick Interpolation Theorem of [4]. We mention here that
this noncommutative interpolation result implies commutative Nevanlinna-Pick
theorems of Agler, Quiggen, and McCullough, and the noncommutative theorems
of [4], [5], and [12]. We refer to [4] for details.

In Section 4 we use the Poisson kernels to obtain explicit resolutions. We
show that if E is a subquotient of F2(ωα)⊗`2, there exists a strongly orthogonally
projective subquotient P1 and a surjective coisometric module map Φ0 such that

P1
Φ0−→ E −→ 0.

If we repeat this process for KerΦ0, which is a submodule of F2(ωα) ⊗ `2, and
continue indefinitely, we obtain a projective resolution for E

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0.

We can take the projective resolution of E to be minimal, and then we prove in
Section 6 that any two minimal projective resolutions of E are unitarily equivalent.

If E and F are subquotients of F2(ωα)⊗ `2 with projective resolutions (Pi)
and (Qi) respectively, and f : E → F is a module map

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0yf
· · · Ψ4−→ Q4

Ψ3−→ Q3
Ψ2−→ Q2

Ψ1−→ Q1
Ψ0−→ F −→ 0

,

then there exists a family of module maps fi : Pi → Qi that commute with the
maps of the above diagram.

In the Full Fock space we can take minimal projective resolutions of length
two

0 −→ P2
Φ1−→ P1

Φ0−→ E −→ 0.

This reformulates some aspects of noncommutative dilation theory for C0 row
contractions, which are always isomorphic to ∗-submodules of F2 ⊗ `2. The map
Φ0 is the adjoint of the minimal isometric dilation (see [14], [8], and [22]) and Φ1
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is Popescu’s characteristic function of E ([21]). We use this as a guide to prove
that the module map Φ1 : P2 → P1 of the minimal projective resolution

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0

of E ⊂ F2(ωα) is a unitary invariant of E . We call Φ1 the “characteristic function”
of E , although it is not an isometry when F2(ωα) is not the Full Fock space.

A strongly orthogonally projective resolution of a subquotient E of F2(ωα)⊗
`2 has the form

· · · Φ3−→ F2(ωα)⊗H2
Φ2−→ F2(ωα)⊗H1

Φ1−→ F2(ωα)⊗H0
Φ0−→ E −→0

for some Hi ⊂ `2, i ∈ N. This resolution induces a natural complex

· · · Ψ4−→ H3
Ψ3−→ H2

Ψ2−→ H1
Ψ1−→ H0.

In Section 6 we follow ideas of Greene ([15]) to complete this complex into the
following commutative diagram for which all columns, except perhaps the last
one, and the first two rows are exact:

0 0 0 0y y y y

· · · Φ̂3−→ Q2
Φ̂2−→ Q1

Φ̂1−→ Q0
Φ̂0−→ E −→ 0y∂ y∂ y∂ y∂

· · · Φ3−→ F2(ωα)⊗H2
Φ2−→ F2(ωα)⊗H1

Φ1−→ F2(ωα)⊗H0
Φ0−→ E −→ 0y∂ y∂ y∂

· · · Ψ3−→ H2
Ψ2−→ H1

Ψ1−→ H0y y y
0 0 0

.

A standard argument identifies the homology of the last row with the homology of
the last column, and in particular we obtain that ImΨi+1 = KerΨi for i = 2, 3, . . ..

In Section 5 we use the Poisson kernels to study quotients of Fock spaces.
Our main applications are for quotients of the Full Fock space F2 = F2(`n2 ). In
1995, Popescu [29] found a very simple proof of his noncommutative von Neu-
mann inequality [24], which can be reformulated in the following way: If E is a
subquotient of F2 ⊗ `2, there exists an isometry

K : E → F2 ⊗ E such that K∗ : F2 ⊗ E → E is a module map.

Since the formula of K resembles the formula of the classical Poisson kernel,
Popescu named it the Poisson kernel of E . This map was rediscovered by Arve-
son in his study of the d-shifts ([6]). If E is a subquotient of the symmetric Fock
space F2

+ = F2
+(`d2) (Arveson called this space H2

d), then E is also a subquotient
of F2(`d2), and hence it has a Poisson kernel K : E → F2 ⊗ E . Arveson [6] made
the key observation that this map satisfies

K(E) ⊂ F2
+ ⊗ E and hence K∗|F2

+⊗E : F2
+ ⊗ E → E is a module map.

In [5] we noticed that this works for arbitrary quotients of F∞ (the WOT-closed
algebra generated by the left creation operators on the Full Fock space) and not
just for the symmetric Fock space (which corresponds to the quotient of F∞ by the
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commutator ideal). In [5] we used this observation to find simple representations
of quotients of F∞ (see Theorem 1.2 below).

This applies to reproducing kernel Hilbert spaces (RKHS) with Nevanlinna-
Pick property. Using the work of Quiggin ([32]), Agler and McCarthy ([2]) proved
that an irreducible RKHS with the Nevanlinna-Pick property HK is isomorphic
to a ∗-submodule of H2

d = F2
+(`d2) for some d = 1, 2, . . . ,∞. Since F2

+ is a ∗-
submodule of F2, it follows that a subquotient E of HK ⊗ `2 is also a subquotient
of F2 = F2(`d2) and hence it has a Poisson kernel K : E → F2 ⊗ E . Since HK

corresponds to a quotient of F∞, we have that
K(E) ⊂ HK ⊗ E and hence K∗|HK⊗E : HK ⊗ E → E is a module map.

In Section 6 we use the map K∗|HK⊗E to give a very transparent proof of a
theorem of McCullough and Trent ([17]) and to prove that their conjecture is
true. In Section 5 we prove that if a subquotient of H2

d is not free (in the language
of [7]), then all of their free resolutions have infinite length.

The Poisson kernels are related to the following problem of representation
of quotient algebras. Let (H;L1, . . . , Ln) be a Hilbert module. Assume that A,
the w∗-closure of the algebra generated by L1, . . . , Ln and the identity IH, is an
algebra, that J ⊂ A is a w∗-closed 2-sided ideal, and thatNJ ⊂ H is the orthogonal
complement of the subspace generated by the image of J in H.

Problem 1.1. When is the completely contractive representation Φ : A/J →
B(NJ), defined by Φ(a+ J) = PNJa|NJ , completely isometric?

The motivation for this problem comes from [32] (see also [4], [5], and [13]).
The solution of this problem follows easily from the existence of projective resolu-
tions. The proof below is not new. It appeared in [4] and [5]. However, the proof
is more transparent in this setting, and it includes one of the two steps we use to
study quotients of weighted Fock spaces.

Theorem 1.2. Let (H;L1, . . . , Ln) be a Hilbert module with the property that
for every E ⊂ H⊗ `2 semi-invariant under Li⊗ I`2 , i 6 n, there exists a surjective
coisometric module map F : H ⊗ `2 → E. Then the map Φ : A/J → B(NJ ) of
Problem 1.1 is a complete isometry.

Proof. Let Q : A → A/J be the quotient map. By Proposition 5.1 of [5]
there exists a semi-invariant subspace E ⊂ H ⊗ `2 such that Ψ̂ : A/J → B(E)
defined by Ψ̂(a + J) = PE(a ⊗ I`2)|E is a completely isometric representation.
Since F (Li ⊗ I`2) = PE(Li ⊗ I`2)|EF = [Ψ̂ ◦ Q(Li)]F for i 6 n and A is the w∗-
closure of the span of the products of the Li’s and the identity, we get that for
every a ∈ A,

F (a⊗ IE) = [Ψ̂ ◦Q(a)]F and hence F (a⊗ IE)F ∗ = Ψ̂ ◦Q(a).
We now check that F ∗(E) ⊂ NJ ⊗ `2. Let x1 ∈ E , b ∈ J , h ∈ H, and x2 ∈ `2.
Then 〈F ∗x1, bh ⊗ x2〉 = 〈F ∗x1, (b ⊗ I`2)(h ⊗ x2)〉 = 〈x1, F (b ⊗ I`2)(h ⊗ x2)〉 =
〈x1, [Ψ̂ ◦Q(b)]F (h⊗ x2)〉 = 0, because Qb = 0. Then for every a ∈ A,

F
(
PNJa|NJ⊗IE

)
F ∗ = Ψ̂◦Q(a), and therefore F (Φ(a+J)⊗IE)F ∗ = Ψ̂(a+J).

Since Φ is completely contractive, Ψ̂ is completely isometric, and F ∗ is an isometry,
we conclude that Φ is completely isometric.
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2. WEIGHTED FOCK SPACES

In this section we give a unitarily equivalent description of the weighted
Fock spaces of [4]. The second and third conditions of the weights are based on
Quiggin’s paper [31] and are chosen to obtain the more transparent conditions
(2.1) and (2.2). We only use condition (ω2) to estimate the norm of some maps
in Lemma 2.1. But besides this, all other computations use only (2.1) and (2.2).
Let F+

n be the unital free semigroup on n generators g1, . . . , gn and unit e. We
choose weights (ωα)α∈F+n satisfying conditions (ω1), (ω2) and (ω3) which are listed
below. A reader who wants to avoid the technical conditions can assume first that
all the weights satisfy ωα = 1 for every α ∈ F+

n (this corresponds to the Full Fock
space), or that ωα = |α|+ 1, where |α| = k if α is a word in F+

n of length k (this
corresponds to the Dirichlet algebra). The first condition is

(ω1) ωα > 0 for every α ∈ F+
n and ω0 = 1,

where ω0 is the weight associated to the identity of F+
n . Let F2(ωα) be the Hilbert

space with a complete orthogonal system {δα : α ∈ F+
n } and with 〈δα, δα〉 = ωα.

For i 6 n, define the left creation operator Li and the right creation operator Ri
on F2(ωα) by Liδα = δgiα and Riδα = δαgi . The second condition on the weights:

(ω2)
ωgiαgj
ωαgj

6 ωgiα
ωα

for all i, j 6 n and α ∈ F+
n ,

implies that the maps Li and Ri are bounded. Indeed, it is very easy to check
that with this condition, ‖Li‖ = ‖Liδ0‖ =

√
ωi and ‖Ri‖ = ‖Riδ0‖ =

√
ωi (see

Lemma 2.1). We look at the algebra generated by the Li’s, at the algebra generated
by the Ri’s, and use F+

n to index products in the usual way. That is, if W1, . . . ,Wn

are bounded linear operators on a Hilbert space H and λ1, . . . , λn are complex
numbers, we set

Wα :=
{
Wi1Wi2 · · ·Wik if α = gi1 · · · gik ,
IH if α = e;

λα :=
{
λi1λi2 · · ·λik if α = gi1 · · · gik ,
1 if α = e.

Then we have that LαLβ = Lαβ , RαRβ = Rαβ , and λαλβ = λαβ . The last condi-
tion we impose on the weights is an invertibility condition. For every (λ1, . . . , λn) ∈
Bn, the unit ball of Cn, we want the operator

∑
α∈F+n

λα
ωα
Lα to be invertible. More pre-

cisely, we require that there exists (aα)α∈F+n such that for every (λ1, . . . , λn) ∈ Bn,

(ω3)
( ∑

α∈F+n

λα
ωα

Lα

)−1

=
∑

α∈F+n

aαλαLα.

From (ω3) we have
( ∑
α∈F+n

aαλαLα

)( ∑
β∈F+n

λβ
ωβ
Lβ

)
=

∑
γ∈F+n

( ∑
αβ=γ

aα
ωβ

)
λγLγ =

I and
( ∑
β∈F+n

λβ
ωβ
Lβ

)( ∑
α∈F+n

aαλαLα

)
=

∑
γ∈F+n

( ∑
βα=γ

aα
ωβ

)
λγLγ = I. Hence

(2.1) a0 = 1 and for every |γ| > 1,
∑

αβ=γ

aα
ωβ

= 0 and
∑

βα=γ

aα
ωβ

= 0.
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Recall that |γ| denotes the number of letters of the word γ ∈ F+
n . That is, |γ| = k

if γ = gi1gi2 · · · gik and |γ| = 0 if γ is the identity of F+
n .

An easy induction step, see [4], gives that

(2.2) a0 = 1 and aα 6 0 for |α| > 1.

Since most computations use this condition, we will sketch its proof: It is clear
that a0 = 1. Since a0

ωgi
+ agi

ω0
= 0 for i 6 n, then agi 6 0. Assume that aα 6 0

for |α| 6 k. Let γ = βgi with |β| = k. Since
∑
ασ=β

aα
ωσ

= 0, a0 = − ∑
ασ=β
|α|>1

ωβ
ωσ
aα.

Condition (ω2) implies that ωβ
ωσ

> ωβgi
ωσgi

. Hence, a0 > − ∑
αε=γ
|α|>1

|ε|>1
ωγ
ωε

aα. And this

implies that
∑
αε=γ
|ε|>1

aα
ωε

> 0. Since 0 =
∑
αε=γ

aα
ωε

=
[ ∑
αε=γ
|ε|>1

aα
ωε

]
+ aγ

ω0
, we conclude that

aγ 6 0.
It is easy to check that L∗αδβ = ωβ

ωγ
δγ if β = αγ and is zero otherwise. Then

LαL
∗
αδβ =

{
ωβ
ωγ
δβ if β = αγ,

0 otherwise .

From here it follows that the sequence

(2.3)
( ∑

|α|6N
aαLαL

∗
α

)
N∈N

is nonnegative, nonincreasing, and
∑

α∈F+n

aαLαL
∗
α=P0,

where P0 is the orthogonal projection onto the span of δ0. Indeed, for any β ∈ F+
n ,∑

|α|6N
aαLαL

∗
αδβ = bβ,Nδβ where bβ,N =

∑
αγ=β
|α|6N

aα
ωγ
ωβ . Since

∑
αγ=β

aα
ωγ

= 0, and

since aα 6 0 for |α| > 1, it follows that the sequence (bβ,N )N∈N is nonnegative,
non increasing, and converges to zero. Actually its terms are zero when N > |β|.

We obtain a similar result for the maps Ri, i 6 n. Notice that Rαδβ = δβα̃,
where

α̃ = gikgik−1 · · · gi2gi1 if α = gi1gi2 · · · gik .
We easily check that

(2.4) R∗αδβ =
{
ωβ
ωγ
δγ if β = γα̃,

0 otherwise.

And then we get that RαR∗αδβ = ωβ
ωγ
δβ if β = γα̃ and is zero otherwise. Arguing

as in (2.3), we obtain

(2.5)
( ∑

|α|6N
aα̃RαR

∗
α

)
N∈N

is nonnegative, non increasing, and
∑

α∈F+n

aα̃RαR
∗
α=P0.

We need the following in Section 4.
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Lemma 2.1. For every α ∈ F+
n , ‖Lα‖ = ‖Lα(δ0)‖ =

√
ωα.

Proof. Since Lα maps the orthogonal basis {δβ : β ∈ F+
n } to an orthogonal

set, it is enough to check that for every α ∈ F+
n , ‖Lα δβ√

ωβ
‖ 6 √

ωα. That is, we
need to prove that for every α, β ∈ F+

n , ωαβ
ωβ

6 ωα. Suppose that α = gi1 · · · gik
and that β = gj1 · · · gjl . To apply condition (ω2), we first write ωαβ

ωβ
as a product

of k terms, and then we apply (ω2) to each term

ωαβ
ωβ

=
ωαβ

ωgi2 ···gikβ

ωgi2 ···gikβ
ωgi3 ···gikβ

· · · ωgikβ
ωβ

6
ωαgj1 ···gjl−1

ωgi2 ···gikgj1 ···gjl−1

ωgi2 ···gikgj1 ···gjl−1

ωgi3 ···gikgj1 ···gjl−1

· · ·
ωgikgj1 ···gjl−1

ωgj1 ···gjl−1

=
ωαgj1 ···gjl−1

ωgj1 ···gjl−1

.

By iterating this inequality l − 1 times, we conclude that ωαβ
ωβ

6 ωα
ω0

= ωα.

3. COMMUTANT LIFTING THEOREM AND INTERPOLATION PROBLEMS

The Hilbert module (H, V1, . . . , Vn) is orthogonally projective in the category of
its ∗-submodules if whenever K is a ∗-submodule of H and f : H → K is a module
map, there exists a module map F : H → K such that ‖F‖ = ‖f‖ and f = PK ◦F .

H
F ↗

yPK
H f−→ K

.

Theorem 3.1. For every Hilbert space H, (F2(ωα)⊗H;L1⊗IH, . . . , Ln⊗IH)
is orthogonally projective in the category of ∗-submodules of (F2(ωα) ⊗ `2;L1 ⊗
I`2 , . . . , Ln ⊗ I`2).

Theorem 3.2. For every Hilbert space H, (F2(ωα)⊗H;R1 ⊗ IH, . . . , Rn ⊗
IH) is orthogonally projective in the category of ∗-submodules of (F2(ωα)⊗`2;R1⊗
I`2 , . . . , Rn ⊗ I`2).

When n = 1 and L1 is a pure isometry, these theorems are proved in [32]
and [33], when n > 1 and ωα = 1, they are proved in [25], and when n = 1, they
are proved in [9]. We adapt the proof of [9] to our setting.

We will give a detailed proof of Theorem 3.1 and provide the modifications
for the proof of Theorem 3.2. To simplify notation, we say that M⊂ F2(ωα)⊗H
is a ∗-L-submodule of F2(ωα)⊗H if (M;V1, . . . , Vn) is a ∗-submodule of (F2(ωα)⊗
H;L1 ⊗ IH, . . . , Ln ⊗ IH). We say that f : M→N is an L-module map if N ,M
are ∗-L-submodules of F2(ωα) ⊗ H and f is a module map in the category of
∗-submodules of (F2(ωα) ⊗ H;L1 ⊗ IH, . . . , Ln ⊗ IH). Similarly, we define ∗-R-
submodules and R-module maps.

Let (M;V1, . . . , Vn) be a ∗-L-submodule of F2(ωα)⊗H and let f : F2(ωα)⊗
H →M be an L-module map. For each α ∈ F+

n , define

fα : H →M by fα(x) = f(δα ⊗ x).
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Then each fα, and hence f , is determined by f0 : H →M. Indeed,

(3.1) fα(x) = f(δα ⊗ x) = f
(
(Lα ⊗ IH)(δ0 ⊗ x)

)
= Vαf(δ0 ⊗ x) = Vαf0(x).

One easily checks that f∗ : M→ F2(ωα)⊗H has the form f∗(x) =
∑
α∈F∗n

δα⊗ f∗α(x)
ωα

.

Then, since fα = Vαf0,

(3.2) ‖f‖ 6 1 ⇔ ff∗ 6 I ⇔
∑

α∈F∗n

1
ωα

Vαf0f
∗
0V

∗
α 6 I.

Summarizing, we have that f : F2(ωα) ⊗ H → M is a module map if and
only if there exists an f0 : H →M such that f∗ : M→ F2(ωα)⊗H is given by

(3.3) f∗(x) =
∑

α∈F+n

δα
ωα

⊗ f∗0V
∗
α (x).

Moreover, ‖f‖ 6 C if and only if
∑
α∈F+n

1
ωα
Vαf0f

∗
0V

∗
α 6 C2.

Proof of Theorem 3.1. Let (M;V1, . . . , Vn) be a ∗-L-submodule of F2(ωα)⊗H
and let f : F2(ωα) ⊗ H → M be an L-module map with ‖f‖ = 1. We will find
a ∗-L-submodule N containing M and an L-module map F : F2(ωα) ⊗ H → N
such that ‖F‖ = ‖f‖ and f = PM ◦ F . By iterating this process, or by applying
a maximality argument, we finish the proof.

If δ0 ⊗ H 6⊂ M, let N be the closure of δ0 ⊗ H + M. If δ0 ⊗ H ⊂ M,
find α ∈ F+

n such that δα ⊗ H 6⊂ M but such that if α = βγ and |β| > 1 then
δγ ⊗H ⊂M. Then let N be the closure of δα ⊗H+M. In either case

(3.4) (Lα ⊗ IH)∗N ⊂M if |α| > 1.

Let Wi = PN (Li ⊗ IH)PN for i 6 n. Then (N ;W1, . . . ,Wn) is a ∗-L-submodule
of F2(ωα)⊗H, and M is a ∗-L-submodule of N . It follows from (3.4) that

(3.5) WαPNªM = 0 if |α| > 1.

and that

(3.6) WαβPM = WαVβPM.

Indeed, WαβPM −WαVβPM = Wα(WβPM − VβPM) = Wα(PN (Lβ ⊗ IH)PM −
PM(Lβ ⊗ IH)PM) = Wα(PN −PM)(Lβ ⊗ IH)PM = WαPNªM(Lβ ⊗ IH)PM = 0.

The goal now is to find an L-module map F : F2(ωα) ⊗ H → N satisfying
‖F‖ = ‖f‖ and PMF = f . Like all L-module maps, F will be determined by
F0 : H → M. Recall from (3.1) that Fα = WαF0 for any α ∈ F+

n . However, it
follows from (3.5) that for |α| > 1, Fα is already determined by f :

Fαh = WαF0h = WαPNªMF0h+WαPMF0h = WαPMF0h = Wαf0h.

Decompose F2(ωα)⊗H = [δ0⊗H]⊕ [δ0⊗H]⊥ and N = [N ªM]⊕M and write
F as a block matrix with respect to this decomposition. That is,

F =
[
g0 a
b c

]
.
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Since f = PMF = [b c], the second row of F is already determined and ‖[b c]‖ 6 1.
The second column of F is also already determined. Indeed, it is easy to see that

[
a
c

]∗
=

(
F|[δ0⊗H]|⊥

)∗ : N →
⊕

|α|>1

δα ⊗H is given by
∑

|α|>1

δα ⊗ F ∗α(x)
ωα

.

Claim 3.3.
∑
|α|>1

1
ωα
Wαf0f

∗
0W

∗
α 6 I.

Since Fα = Wαf0 for |α| > 1, it follows that the Claim 3.3 is equivalent to
‖[ac ]‖ 6 1. Once we prove the Claim 3.3, we use Parrott’s Lemma (see [20]) to find
g0 such that ‖F‖ = 1. Then we can find a module map F : F2(ωα)⊗H → N such
that ‖F‖ = ‖f‖ and f = PM ◦ F , which is what we need to iterate the process
and finish the proof.

It remains to prove the Claim 3.3. It follows from (2.3) that
∑
α∈F+n

aα(Lα ⊗

IH)(Lα⊗IH)∗ = Pδ0⊗H > 0, where Pδ0⊗H is the orthogonal projection onto δ0⊗H.
Since aα 6 0 for |α| > 1 and a0 = 1, then I >

∑
|α|>1

−aα(Lα ⊗ IH)(Lα ⊗ IH)∗ > 0.

Hence

I >
∑

|α|>1

−aαPN (Lα ⊗ IH)(Lα ⊗ IH)∗PN =
∑

|α|>1

−aαWαW
∗
α > 0.

Recall from (3.2) that
∑
β∈F+n

1
ωβ
Vβf0f

∗
0V

∗
β 6 I because f : F2(ωα) ⊗ H → M is

contractive. Then from (3.6) and (2.1) we get,

I >
∑

|α|>1

−aαWαW
∗
α >

∑

|α|>1

−aαWα

( ∑

β∈F+n

1
ωβ
Vβf0f

∗
0V

∗
β

)
W ∗
α

=
∑

|α|>1

∑

β∈F+n

−aα
ωβ

WαVβf0f
∗
0V

∗
βW

∗
α =

∑

|α|>1

∑

β∈F+n

−aα
ωβ

Wαβf0f
∗
0W

∗
αβ

=
∑

|γ|>1

[ ∑
αβ=γ
|α|>1

−aα
ωβ

]
Wγf0f

∗
0W

∗
γ =

∑

|γ|>1

1
ωγ
Wγf0f

∗
0W

∗
γ ,

which is what we wanted to prove. The last equality follows from (2.1). Since∑
αβ=γ

−aα
ωβ

= 0, then
∑
αβ=γ
|α|>1

−aα
ωβ

= a0
ωγ

= 1
ωγ

.

Sketch of the proof of Theorem 3.2. Let (M;V1, . . . , Vn) be a ∗-submodule of
(F2(ωα)⊗H;R1⊗IH, . . . , Rn⊗IH), and let f : F2(ωα)⊗H →M be an R-module
map with ‖f‖ = 1. For each α ∈ F+

n , define fα : H → M by fα(x) = f(δα ⊗ x).
As before, fα, and hence f , is determined by f0, but we get now that fα = Vα̃f0.
And since ‖f‖ = 1, we get

∑
α∈F+n

Vα̃f0f
∗
0V

∗
α̃ 6 I.

We now choose a ∗-R-submodule N that contains M. If δ0⊗H 6⊂ M, let N
be the closure of δ0⊗H+M. If δ0⊗H ⊂M, find α ∈ F+

n such that δα⊗H 6⊂ M
but such that if α = βγ and |γ| > 1 then δβ ⊗H ⊂ M. Let N be the closure of
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δα ⊗H+M. Define Wi = PN (Ri ⊗ IH)PN , and check that (3.4), (3.5), and (3.6)
of the proof of Theorem 3.1 are satisfied.

We now want to define an R-module map F : F2(ωα) ⊗ H → N such that
‖F‖ = ‖f‖ and PM ◦ F = f . As before, Fα is already determined for |α| > 1 and
it is equal to Fα = Wα̃f0. The decomposition of F into a 2 × 2 block matrix is
identical to the one in the proof of Theorem 3.1. And the proof of Theorem 3.2
follows from the proof of the following

Claim 3.4.
∑
|α|>1

1
ωα
Wα̃f0f

∗
0W

∗
α̃ 6 I.

We have from (2.5) that I >
∑
|α|>1

(−aα̃(Rα⊗IH)(Rα⊗IH)∗ >
∑
|α|>1

−aα̃WαW
∗
α.

Then

I >
∑

|α|>1

−aα̃WαW
∗
α >

∑

|α|>1

−aα̃Wα

( ∑

β∈F+n

1
ωβ
Vβ̃f0f

∗
0V

∗
β̃

)
W ∗
α

=
∑

|γ|>1

[ ∑

βα̃=γ
|α|>1

−aα̃
ωβ

]
Wγ̃f0f

∗
0W

∗
γ̃

=
∑

|γ|>1

1
ωγ
Wγ̃f0f

∗
0W

∗
γ̃
,

which proves the claim.

From Theorems 3.1 and 3.2 we immediately get

Corollary 3.5. If M and N are ∗-L-submodules of F2(ωα) ⊗H and T :
M→N is an L-module map, then there exists an L-module map T̂ : F2(ωα)⊗H →
F2(ωα) ⊗ H such that ‖T‖ = ‖T̂‖ and TPM = PN T̂ . And if M and N are ∗-
R-submodules of F2(ωα) ⊗ H and T : M → N is an R-module map, then there
exists an R-module map T̂ : F2(ωα)⊗H → F2(ωα)⊗H such that ‖T‖ = ‖T̂‖ and
TPM = PN T̂ .

Proof. Apply the theorems to the module map TPM.

We will now describe the L-module maps and the R-module maps on F2(ωα).
Notice that T : F2(ωα) → F2(ωα) is an L-module map if and only if T commutes
with L1, . . . , Ln and that T : F2(ωα) → F2(ωα) is an R-module map if and only
if T commutes with R1, . . . , Rn.

There is a natural product on the set of δα’s given by δα ⊗ δβ := δαβ (the
tensor product notation is used to emphasize the noncommutative nature of the
product). Using this formula, we can take formal products of elements of F2(ωα),
although the formal product does not have to belong to F2(ωα). Define

F∞(ωα) = {f ∈ F2(ωα) : ∀g ∈ F2(ωα), f ⊗ g ∈ F2(ωα)},
with the norm

‖f‖∞ = sup
{‖f ⊗ g‖2 : g ∈ F2(ωα), ‖g‖2 6 1

}
,

which is the norm of the left multiplication operator Lf : F2(ωα) → F2(ωα). If
f, g ∈ F∞(ωα) then f ⊗ g ∈ F∞(ωα) corresponds to the operator Lf⊗g = Lf ◦Lg.
Therefore, we view F∞(ωα) as a subalgebra of B(F2(ωα)).

Similarly, we define R∞(ωα) as the set of f ∈ F2(ωα) such that g ⊗ f ∈
F2(ωα) for every g ∈ F2(ωα), and we give f ∈ R∞(ωα) the norm of the right
multiplication operator Rf : F2(ωα) → F2(ωα).
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Proposition 3.6. T : F2(ωα) → F2(ωα) is an L-module map if and only
if there exists g ∈ R∞(ωα) such that T = Rg. And T : F2(ωα) → F2(ωα) is an
R-module map if and only if there exists g ∈ F∞(ωα) such that T = Lg. Hence
F∞(ωα) and R∞(ωα) are equal to their double commutant.

Proof. Let T : F2(ωα) → F2(ωα) be an L-module map and set f = Tδ0.
Since Tδα = TLαδ0 = LαTδ0 = Lαf = δα⊗f it follows that for every g ∈ F2(ωα),
Tg = g ⊗ f . Hence f ∈ R∞(ωα) and T = Rf . Conversely, if f ∈ R∞(ωα),
LiRfδβ = Li(δβ⊗f) = δgiβ⊗f = Rf (δgiβ) = RfLi(δβ). Hence Rf is an L-module
map. The proof for R-module maps is identical.

The characterization of the commutant of the left creation operators of the
Full Fock space (i.e., when ωα = 1 for all α ∈ F+

n ) appears in [26]. We are
following that approach here. Proposition 3.6 extends to ∗-submodules of F2(ωα)⊗
`2. Recall that the commutant of F∞(ωα) ⊗ I`2 is R∞(ωα)⊗B(H) and that the
commutant of R∞(ωα)⊗I`2 is F∞(ωα)⊗B(H). If H is k-dimensional, these spaces
are Mk(R∞(ωα)) and Mk(F∞(ωα)).

Corollary 3.7. Let H1 and H2 be Hilbert spaces. T : F2(ωα) ⊗ H1 →
F2(ωα) ⊗ H2 is an L-module map if and only if there exist operators Aα ∈
B(H1,H2) such that T =

∑
α∈F+n

Rα⊗Aα ∈ R∞(ωα)⊗B(H1,H2). And T : F2(ωα)⊗

H1 → F2(ωα) ⊗ H2 is an R-module map if and only if there exist operators
Bα ∈ B(H1,H2) such that T =

∑
α∈F+n

Lα ⊗Bα ∈ F∞(ωα)⊗B(H1,H2).

Sketch of the proof. An L-module map T : F2(ωα)⊗H1 → F2(ωα)⊗H2 is
determined by the operator T0 : H1 → F2(ωα)⊗H2 defined by T0(x) = T (δ0⊗x).
For each x ∈ H1, T0(x) =

∑
α∈F+n

δα ⊗ xα for some xα ∈ H2. The map that sends

x to xα is a bounded linear map Aα ∈ B(H1,H2). We now check easily that
T =

∑
α∈F+n

Rα ⊗Aα.

Combining Corollary 3.5 and 3.7, we get

Corollary 3.8. If M is a ∗-L-submodule of F2(ωα) ⊗ H1, N is a ∗-L-
submodules of F2(ωα)⊗H2, and f : M→N is an L-module map, then there exists
T =

∑
α∈F+n

Rα⊗Aα ∈ R∞(ωα)⊗B(H1,H2) such that ‖T‖ = ‖f‖ and PMT = fPN .

If M is a ∗-R-submodule of F2(ωα)⊗H1, N is a ∗-R-submodules of F2(ωα)⊗H2,
and f : M → N is an R-module map, then there exists T =

∑
α∈F+n

Lα ⊗ Aα ∈

F∞(ωα)⊗B(`2) such that ‖T‖ = ‖f‖ and PMT = fPN .

Remark 3.9. The unitary flip operator U : F2(ωα) → F2(ωα) is defined by
Uδα =

√
ωα
ωα̃
δα̃. If ωα = ωα̃, this map provides a nice description of R∞(ωα) in

terms of F∞(ωα) given by UF∞(ωα)U = R∞(ωα). In general, we cannot describe
one in terms of the other.
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We need some preliminaries to state the Nevanlinna-Pick interpolation prob-
lem. An element f ∈ F2(ωα) has the form f =

∑
α
cαδα where ‖f‖2 =

√∑
α
|cα|2ωα.

Using the product δα ⊗ δβ = δαβ , we view f = f(δg1 , . . . , δgn) as a formal power
series in n noncommutative variables δg1 , . . . , δgn . If λ = (λ1, . . . , λn) is an n-tuple
of complex numbers, we define f(λ) = f(λ1, . . . , λn) =

∑
α
cαλα, if the expression

makes sense. Notice that such map is multiplicative in the sense that if f, g, and
f ⊗ g are in F2(ωα), then (f ⊗ g)(λ) = f(λ)g(λ), and is determined by the values
δα(λ) = λα. We will show that the evaluation by λ makes sense whenever λ ∈ Bn,
the unit ball of Cn.

Let λ = (λ1, . . . , λn) ∈ Bn. Use (ω3) to define zλ =
( ∑
α∈F+n

λ̄α
ωα
Lα

)
δ0 =

∑
α∈F+n

λ̄α
ωα
δα ∈ F2(ωα) and check that 〈δβ , zλ〉 = λβ . Then for any f ∈ F2(ωα),

f(λ) = 〈f, zλ〉. Since ‖f‖F2(ωα) 6 ‖f‖∞, it follows that the map Φλ : F∞(ωα) → C
defined by Φ(f) = f(λ) is multiplicative and WOT-continuous.

The zλ’s have useful properties. From (2.3) and (2.4) we easily check that
for i 6 n, L∗i zλ = λ̄izλ and R∗i zλ = λ̄izλ. Hence if f ∈ F∞(ωα) we have that
(Lf )∗zλ = f(λ)zλ. Moreover we also check that if f ∈ Mk(F∞(ωα)), f(λ) = A ∈
Mk, and x ∈ `k2 , then

(3.7) (Lf )∗(zλ ⊗ x) = f(λ)∗x = A∗x.

Theorem 3.10. ([4]) Let µ1, . . . , µN ∈ Bn be N -distinct points, and let
A1, . . . , AN ∈ Mk be k × k matrices. Then there exists f in Mk(F∞(ωα)) such
that ‖f‖∞ 6 1 and f(µi) = Ai for i 6 N if and only if the matrix

(3.8) [〈zµi , zµj 〉(Ik −AjA
∗
i )]i,j6N

is positive semidefinite.

Proof. LetN = span{zµ1 , . . . , zµN }. It follows from the properties of the zλ’s
that N is a ∗-R-submodule and a ∗-L-submodule of F2(ωα). Let f ∈Mk(F∞(ωα))
be any element that satisfies f(µi) = Ai for i 6 N (it is easy to see that such an
f always exists, although it could have big norm). We claim that the matrix
(3.8) is positive semidefinite if and only if the compression of Lf to N ⊗ `k2 is a
contraction. Let T = (PNJ ⊗ I`k2 )Lf |NJ⊗`k2 . Then T is a contraction if and only
if I − TT ∗ > 0, and if we use (3.7), we see that this is equivalent to (3.8) being
positive semidefinite.

Suppose now that there exists f ∈ Mk(F∞(ωα)) such that ‖f‖∞ 6 1 and
f(µi) = Ai for i 6 N . Since the compression of Lf to N ⊗`k2 is clearly contractive,
(3.8) is positive semidefinite.

Conversely, suppose that [〈zµi , zµj 〉(Ik−A∗jAi)]i,j6N is positive semidefinite.
Then, the operator T on NJ ⊗ `k2 , defined by T ∗(zµi ⊗ x) = zµi ⊗ A∗i x for i 6 N
and x ∈ `k2 , commutes with the PN⊗`k2 (Ri ⊗ I`k2 )|N⊗`k2 ’s and satisfies ‖T‖ 6 1.
By Corollary 3.8, there exists f ∈ Mk(F∞(ωα)) such that ‖f‖∞ = ‖T‖ 6 1 and
PNLfPN = T . Since N is a ∗-L-submodule, it follows from (3.7) that f(µi) = Ai
for i 6 N .
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Remark 3.11. (i) We can use Corollary 3.11 to deduce Caratheodory inter-
polation problems in F∞(ωα). And with more work, we can follow [28] to obtain
tangential Nevanlinna-Pick interpolation problems in F∞(ωα).

(ii) In the Full Fock space case (when ωα = 1) the elements zλ, λ ∈ Bn, were
introduced by Popescu in [27]. They were studied in [3], [11], and particularly in
[6], where Arveson proved that the closed span of these vectors is the Symmetric
Fock space.

4. POISSON KERNELS AND PROJECTIVE RESOLUTIONS

In this section we recall the construction of the Poisson kernels of [30] and [5], and
show that they lead to projective resolutions. We start with the following

Lemma 4.1. ([4]) Let E ⊂ F2(ωα) ⊗ `2 be semi-invariant under the maps
Li ⊗ I`2 , i 6 n, and let Wi = PE(Li ⊗ I`2)|E for i 6 n. Then:

(i) The sequence ∆N =
∑

|α|6N
aαWαW

∗
α is non-negative and nonincreasing,

and
(ii) lim

N→∞
∑

|γ|>N

[ ∑
αβ=γ
|α|6N

aβ
ωα

]
WγW

∗
γ = 0.

Consequently we get
(iii) ∆ = lim

N→∞
∆N exists, 0 6 ∆ 6 I, and ∆ is not equal to zero, and

(iv)
∑
α∈F+n

1
ωα
Wα∆W ∗

α = IE .

Proof. We first verify the lemma for E = F2(ωα). In this case, ∆N and its
limit are computed in (2.3), where it is shown that ∆ = P0 > 0, the orthogonal
projection onto the span of δ0. This implies that

∑
|α|6N

1
ωα
Lα∆L∗α is the orthogonal

projection onto the span of the δβ with |δ| 6 N . It follows from (2.1) that
∑

|α|6N

1
ωα

Lα∆L∗α =
∑

|α|6N

1
ωα

Lα

( ∑

β∈F+n

aβLβL
∗
β

)
L∗α = I +

∑

|γ|>N

[ ∑

αβ=γ
|α|6N

aβ
ωα

]
LγL

∗
γ ,

and this implies that − ∑
|α|>N

[ ∑
αβ=γ
|α|6N

aβ
ωα

]
LγL

∗
γ is the orthogonal projection onto

the closed span of the δγ ’s with |γ| > N , and hence this sequence of operators
converges to zero in the strong operator topology. Notice that

∑
αβ=γ
|α|6N

aβ
ωα

6 0

whenever |γ| > N .
Suppose now that E ⊂ F2(ωα)⊗`2 is semi-invariant and Wi = PE(Li⊗I`2)|E

for i 6 n. The proof of the lemma will follows from WαW
∗
α = PE(LαL∗α ⊗ I`2)PE

if |α| = 0 and WαW
∗
α 6 PE(LαL∗α ⊗ I`2)PE if |α| > 1. To see this, notice that

for α ∈ F+
n , PE 6 I. Then (Lα ⊗ I`2)PE(Lα ⊗ I`2)

∗ 6 (Lα ⊗ I`2)I(Lα ⊗ I`2)
∗.

Hence, WαW
∗
α = PE(Lα ⊗ I`2)PE(Lα ⊗ I`2)

∗ 6 PE(Lα ⊗ I`2)(Lα ⊗ I`2)
∗PE =

PE(LαL∗α ⊗ I`2)PE .
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Since aα 6 0 for |α| > 1, aαWαW
∗
α > PE(aαLαL∗α ⊗ I`2)PE . Hence,∑

|α|6N
aαWαW

∗
α > PE

( ∑
|α|6N

aαLαL
∗
α ⊗ I`2

)
PE > 0, and (i) follows. Similarly,

0 6 −
∑

|γ|>N

[ ∑

αβ=γ
|α|6N

aβ
ωα

]
WγW

∗
γ 6 PE

(
−

∑

|γ|>N

[ ∑

αβ=γ
|α|6N

aβ
ωα

]
LγL

∗
γ ⊗ I`2

)
PE .

Since condition (ii) is true for the Lα’s, we get (ii) for the Wα’s. Conditions (iii)
and (iv) follows easily from (i), (ii), and from the identity

∑

|α|6N

1
ωα

Wα∆W ∗
α = I +

∑

|γ|>N

[ ∑

αβ=γ
|α|6N

aβ
ωα

]
WγW

∗
γ .

Theorem 4.2. ([4]; Poisson kernels) Let E ⊂ F2(ωα)⊗ `2 be semi-invariant
under Li ⊗ I`2 , i 6 n, with Wi = PE(Li ⊗ I`2)|E for i 6 n. Define D = ∆1/2,
where ∆ is the non-negative operator of the Lemma 4.1. Define

K : E → F2(ωα)⊗ E by K(x) =
∑

α∈F+n

δα
ωα

⊗DW ∗
αx.

Then K is an isometry and K∗ is a module map. We call K the Poisson kernel
of E.

Proof. It follows from (iv) of Lemma 4.1 and from (3.3) that K is an isometry
and that K∗ is a module map.

We write the next lemma in a more general setting.

Lemma 4.3. Let (E0;W1, . . . ,Wn) and (E1;V1, . . . , Vn) be Hilbert modules
and let Φ : E1 → E0 be a surjective coisometric module map. Then:

(i) Φ∗(E0) is invariant under V ∗1 , . . . , V
∗
n . Hence, (Φ∗(E0);T1, . . . , Tn) is a

∗-submodule of E1 with Ti = PΦ∗(E0)Vi|Φ∗(E0) for i 6 n,
(ii) Φ|Φ∗(E0) : Φ∗(E0) → E0 is a module map, and
(iii) Φ∗ : E0 → Φ∗(E0) is a module map.
Consequently, E0 is isomorphic to Φ∗(E0).

Proof. Since ΦVi = WiΦ for i 6 n, we have that V ∗i Φ∗ = Φ∗W ∗
i and (i)

follows. Then Φ∗W ∗
i = V ∗i Φ∗ = PΦ∗(E0)V

∗
i |Φ∗(E0)Φ∗ = T ∗i Φ∗, and this implies

Φ|Φ∗(E0)Ti = WiΦ|Φ∗(E0) and (ii) follows. Moreover, since Φ∗ is an isometry, we
have that for i 6 n, Wi = ΦTiΦ∗. Finally, Φ∗Wi = Φ∗(ΦTiΦ∗) = (Φ∗Φ)TiΦ∗ =
TiΦ∗ and (iii) follows.

From Theorem 4.2 and Lemma 4.3 we get

Corollary 4.4. Let E be a subquotient of F2(ωα) ⊗ `2 and let K : E →
F2(ωα)⊗ E be the Poisson kernel of E. Then E is isomorphic to K(E).

We are ready to prove one of the main results of this paper.
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Theorem 4.5. For any Hilbert space H ⊂ `2, (F2(ωα)⊗H;L1⊗IH, . . . , Ln⊗
IH) is strongly orthogonally projective in the category of subquotients of F2(ωα)⊗
`2.

Proof. Let E0 and E1 be two subquotient of F2(ωα)⊗ `2 and let Φ : E1 → E0

be a surjective coisometric module map. Let H ⊂ `2 and let f : F2(ωα)⊗H → E0

be a module map. The goal is to find a module map F : F2(ωα) ⊗H → E1 such
that ‖F‖ = ‖f‖ and Φ ◦ F = f .

The first step consists in replacing E1 with F2(ωα) ⊗ `2. Let K1 : E1 →
F2(ωα) ⊗ `2 be the Poisson kernel of E1 and define the coisometric module map
Ψ = Φ ◦K∗

1 : F2(ωα) ⊗ `2 → E0. Let g = Ψ∗ ◦ f : F2(ωα) ⊗H → Ψ∗(E0), which
is a module map by Lemma 4.3. Since Ψ∗(E0) is a ∗-submodule of F2(ωα) ⊗ `2,
it follows from Theorem 3.1 that there exists a module map G : F2(ωα) ⊗ H →
F2(ωα)⊗ `2 such that ‖G‖ = ‖g‖ and g = PΨ∗(E0) ◦G. Let F = K∗

1 ◦G : F2(ωα)⊗
H → E1. F is a module map, ‖F‖ = ‖G‖ = ‖g‖ = ‖f‖, and since Ψ = Ψ◦PΨ∗(E0),
then Φ◦F = (Φ◦K∗

1 )◦G = Ψ◦G = Ψ◦ (PΨ∗(E0) ◦G) = Ψ◦ g = Ψ◦Ψ∗ ◦f = f .

As an immediate corollary we get

Corollary 4.6. For every subquotient E ⊂ F2(ωα)⊗`2 there exist a family
of strongly orthogonally projective subquotients Pi and partial isometric module
maps Φi such that the following sequence is exact:

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0.

Proof. Let E ⊂ F2(ωα)⊗ `2 be a subquotient with Poisson kernel K0 : E →
F2(ωα) ⊗ E . Let P1 = F2(ωα) ⊗ E and Φ0 = K∗

0 : P1 → E . To construct
the next strongly orthogonally projective subquotient, define H1 = Ker(Φ0). H1

is a submodule of F2(ωα) ⊗ `2 with Poisson kernel K1 : H1 → F2(ωα) ⊗ H1.
Let P2 = F2(ωα) ⊗ H1 and Φ1 = K∗

1 : P2 → P1. Since H1 is a submodule of
F2(ωα) ⊗ `2, K∗

1 : P2 → P1 is a module map with image equal to the kernel of
K∗

0 . Proceeding this way, we finish the proof.

The previous two theorems show that there are enough strongly orthogonally
projective subquotients to obtain projective resolutions. The following two results
will help us identify all strongly orthogonally projective subquotients in particular
examples. We need a definition

Definition 4.7. If M ⊂ F2(ωα) ⊗ `2, the right slice of M is the smallest
Hilbert space H ⊂ `2 such that M⊂ F2(ωα)⊗H.

If x =
∑
α∈F+n

δα⊗ xα ∈M, then all of the xα’s belong to the right slice of M.

In fact, it is easy to see that the right slice of M is the closure of the linear span
of the xα’s for all x ∈M.

Theorem 4.8. A subquotient E of F2(ωα) ⊗ `2 is strongly orthogonally
projective in the category of subquotients of F2(ωα) ⊗ `2 if and only if K(E) =
F2(ωα) ⊗ H for some H ⊂ E. Moreover, if E is strongly orthogonally projective,
then E is a submodule of F2(ωα)⊗ `2.
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Proof. Suppose that E ⊂ F2(ωα) ⊗ `2 is semi-invariant and Wi = PE(Li ⊗
I`2)|E for i 6 n and that E is strongly orthogonally projective. Since K(E) is
isomorphic to E , it is also strongly orthogonally projective, and since K(E) is a
∗-submodule, the orthogonal projection P : F2(ωα) ⊗ E → K(E) is a module
map. Then there exists a contractive module map Φ : K(E) → F2(ωα) ⊗ E such
that P ◦ Φ = IE . The norm condition forces Φ to be the inclusion map, and we
conclude that K(E) is also a submodule. That is, K(E) is reducing for the maps
Li⊗ IE . According to (2.3), the orthogonal projection onto the span of δ0 is equal
to P0 =

∑
α∈F+n

aαLαL
∗
α. Since K(E) is invariant under Li ⊗ IE and (Li ⊗ IE)∗, it

follows that P0 ⊗ IE maps K(E) into K(E). If x =
∑
β∈F+n

δβ ⊗ xβ ∈ K(E), then we

have that δ0 ⊗ x0 = (P0 ⊗ IE)x ∈ K(E). More generally, we have[
(Lα ⊗ IE)(P0 ⊗ IE)(Lβ ⊗ IE)∗

]
(x) = δα ⊗ xβ ∈ K(E).

Then F2(ωα)⊗ xβ ⊂ E . If H is the closed span of such xβ ’s for all x =
∑
β∈F+n

δβ ⊗

xβ ∈ K(E), we have that K(E) = F2(ωα)⊗H, (i.e., H is the “right slice” of K(E).)
We will now check that E is invariant under Li ⊗ I`2 . For each z ∈ H,

KK∗(δβ ⊗ z
)

= δβ ⊗ z. Since K∗(δβ ⊗ z) = WβK
∗(δ0 ⊗ z) then

δβ ⊗ z =
∑

α∈F+n

δα
ωα

⊗DW ∗
α(K∗(δβ ⊗ z)) =

∑

α∈F+n

δα ⊗D
W ∗
αWβ

ωα
K∗(δ0 ⊗ z).

Therefore,

z = D
W ∗
βWβ

ωβ
K∗(δ0 ⊗ z) for every β ∈ F+

n .

We now claim that D
W∗
βWβ

ωβ
is a contraction. Indeed D satisfies 0 6 D 6 I because

∆ satisfies 0 6 ∆ 6 I (see Lemma 4.1), and since ‖Lβ‖ = √
ωβ (see Lemma 2.1),

we also have that
W∗
βWβ

ωβ
is a contraction. Since ‖z‖ = ‖K∗(δ0 ⊗ z)‖, it follows

that

(4.1)
[
D
W ∗
βWβ

ωβ

]
(K∗(δ0 ⊗ z)) = (K∗(δ0 ⊗ z)) for every β ∈ F+

n .

(An easy convexity argument gives that if T is a contraction, Tx1 = Tx2, and
‖x1‖ = ‖x2‖ = ‖Tx1‖, then x1 = x2.) Now, 0 6 W∗

βWβ

ωβ
6 I and

W∗
βWβ

ωβ
=

1
ωβ
PE(Lβ ⊗ I`2)

∗PE(Lβ ⊗ I`2)|E . It follows from (4.1) that the norm of PE(Lβ ⊗
I`2)K

∗(δ0⊗ z) cannot be smaller that the norm of (Lβ ⊗ I`2)K∗(δ0⊗ z). Then we
get that (

Lβ ⊗ I`2
)
(K∗(δ0 ⊗ z)) ∈ E for every β ∈ F+

n .

Since (Lβ ⊗ I`2)(K
∗(δα ⊗ z)) = (Lβ ⊗ I`2)(Lα ⊗ I`2)(K

∗(δ0 ⊗ z)) = (Lβα ⊗
I`2)(K

∗(δ0 ⊗ z)) = K∗(δβα ⊗ z), we see that(
Lβ ⊗ I`2

)
(K∗(δα ⊗ z)) ∈ E for every α, β ∈ F+

n .

Since the set of K∗(δα ⊗ z) where α ∈ F+
n and z ∈ H spans E , we conclude that E

is invariant under the maps Li ⊗ I`2 , i 6 n.
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Corollary 4.9. A subquotient E ⊂ F2(ωα) ⊗ `2 is strongly orthogonally
projective if and only if there exist H1 ⊂ `2 and a surjective coisometric module
map Φ0 : F2(ωα)⊗ `2 → E such that the following sequence is exact:

0 −→ F2(ωα)⊗H1 −→ F2(ωα)⊗ `2
Φ0−→ E −→ 0.

Proof. If E is strongly orthogonally projective, then K(E) = F2(ωα)⊗H for
some H ⊂ `2, and Ker(K∗) = K(E)⊥ = F2(ωα)⊗H⊥. The short exact sequence
is obtained if Φ = K∗. Conversely, suppose that there exists a coisometric module
map Φ satisfying the conditions of Corollary 4.9. Since Φ∗(E) = Ker(Φ)⊥, then
Φ∗(E) = F2(ωα)⊗H⊥1 . By Theorem 4.5, Φ∗(E) is strongly orthogonally projective.
Since E is isomorphic to Φ∗(E), we finish the proof.

Theorem 4.8 is the best possible. In the next section we will show the invari-
ant submodules of the Full Fock space are strongly orthogonally projective.

Proposition 4.10. Let E ⊂ F2(ωα)⊗`2 be a strongly orthogonally projective
subquotient of F2(ωα) ⊗ `2, and assume that the ωα’s have the property that if
‖Lαg‖ = ‖Lα‖‖g‖ for all α, then g ∈ F2(ωα) is a multiple of δ0. Then there
exists H ⊂ `2 such that E = F2(ωα)⊗H.

Proof. It follows from Theorem 4.8 that E is invariant under Li ⊗ I`2 , i 6 n

and that K(E) = F2(ωα) ⊗ Ĥ for some Ĥ ⊂ `2. For each x ∈ Ĥ, ‖x‖ = 1,
define Tx : F2(ωα) → F2(ωα) ⊗ `2 by Tx(y) = K∗(y ⊗ x). It is easy to check
that Tx is an isometric module map. Let (en) be an orthonormal basis of `2 and
write Tx(δ0) =

∑
n>1

gn ⊗ en for some gn ∈ F2(ωα). Then Tx(δα) =
∑
n>1

Lαgn ⊗ en.

Since ‖Txδα‖ = ‖δα‖ =
√
ωα and since ‖Lαgn‖ 6 √

ωα‖gn‖ = ‖Lα‖‖gn‖ (see
Lemma 2.1), it follows that for each n ∈ N and each α ∈ F+

n , ‖Lαgn‖ = ‖Lα‖‖gn‖.
By hypothesis, this implies that each gn is a multiple of δ0; that is, gn = cnδ0 for
some cn ∈ C. Then

Tx(δ0) = K∗(δ0 ⊗ x) =
∑

n>1

cnδ0 ⊗ en = δ0 ⊗
[ ∑

n>1

cnen

]
= δ0 ⊗ y ∈ E .

Since E is invariant under Li ⊗ I`2 , i 6 n, we see that F2(ωα)⊗ y ⊂ E . Since the
set of K∗(δα ⊗ x)’s where α ∈ F+

n and x ∈ K is dense in E , there exists H such
that E = F2(ωα)⊗H.

Proposition 4.10 applies to the Dirichlet algebra. LetH2(n+1) be the Hilbert
space with orthogonal basis {en : n ∈ N} but with weights 〈en, en〉 = n + 1.
We consider the Hilbert module (H2(n + 1);L) where L is the shift operator
Len = en+1. The algebra generated by L is called the Dirichlet algebra.

Corollary 4.11. A subquotient E of H2(n+1)⊗`2 is strongly orthogonally
projective if and only if there exists H ⊂ `2 such that E = H2(n+1)⊗H. Moreover,
for every subquotient E of H2(n+1)⊗`2 there exist a family of strongly orthogonally
projective subquotients Pi and partial isometric module maps Φi such that the
following sequence is exact:

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0.
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5. EXAMPLES

5.1. The Full Fock Space F2. The Full Fock space F2 is the Hilbert space
F2(ωα) when ωα = 1 for every α ∈ F+

n , and F∞(ωα) is the Fock space F∞ that was
introduced by Popescu in 1991 in connection to a noncommutative von Neumann’s
inequality [24]. We easily check that in this case, a0 = 1, ag1 = ag2 = · · · agn = −1
and that aα = 0 for |α| > 2.

In this paper we have used the tensor product ⊗ in two different ways: as the
formal product of elements in F2(ωα) and as the Hilbert tensor product of Hilbert
spaces. Until now it has been easy to distinguish the different meanings, but this
is more difficult here. Accordingly, for this subsection only, we use the symbol ⊗
to denote the product of elements of F2(ωα), and the symbol ⊗2 to denote the
Hilbert tensor product. For example, if φ, ψ ∈ F2 and φ ∈ F∞, φ⊗ ψ belongs to
F2 and denotes the product of φ with ψ; but φ ⊗2 ψ denotes the element of the
Hilbert tensor product F2 ⊗2 F2.

The invariant subspaces of F2 were characterized by Popescu in [21] in 1989.
He proved that M⊂ F2 is invariant under L1, . . . , Ln if and only if there exists a
family ϕi of elements of F2 satisfying:

(i) for every ψ ∈ F2, ‖ψ‖2 = ‖ψ ⊗ ϕ‖2,
(ii) for i 6= j, F2 ⊗ ϕi and F2 ⊗ ϕj are orthogonal, and
(iii) M =

⊕
i

F2 ⊗ ϕi.

The closed span of the ϕi’s, which is denoted by L, is the wandering subspace
of M.

We use the following simple lemma to describe the strongly orthogonally
projective submodules of F2.

Lemma 5.1. Let M⊂ F2 be an invariant subspace with Poisson kernel K.
Then K(M) = F2 ⊗2 L.

Proof. Let M be an invariant subspace of F2, with Vi = PMLi|M for i 6 n.
Find a family of ϕi ∈ F2 such that M =

⊕
i∈I
F2 ⊗ ϕi. Then it follows that

{δα⊗ϕi : α ∈ F+
n , i ∈ I} is an orthonormal basis of M. To find the Poisson kernel

of M, we need to compute ∆ of Lemma 4.1. Since the aα’s are very simple, we
have that ∆ =

∑
α∈F+n

aαVαV
∗
α = IM − V1V

∗
1 − V2V

∗
2 − · · · − VnV

∗
n , and we easily

check that

∆δα ⊗ ϕi =
{
ϕi if |α| = 0,
0 if |α| > 1.

It follows then that ∆, and henceD of Theorem 4.2, are equal to PL, the orthogonal
projection onto the wandering subspace L. Then K : M→ F2(ωα)⊗2 F2(ωα) is
given by

K(δβ ⊗ ϕi) =
∑

α∈F+n

δα ⊗2 PLV ∗α (δβ ⊗ ϕi) = δβ ⊗2 ϕi.

And K(M) = F2 ⊗2 L.
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Lemma 5.1 is true for submodules of F2 ⊗2 `2. We gave the proof in the
simpler case F2 to minimize the confusion of the symbols ⊗ and ⊗2, but the proof
for the general case is identical. It follows from this lemma and Theorem 4.8 that
the strongly orthogonally projective subquotients are precisely the submodules
of F2 ⊗ `2. Part of this follows from the work of Muhly and Solel ([19]), who
characterized the strongly orthogonally projective modules of a large class of C∗-
correspondences that include the Full Fock space as a particular case. If E is a
subquotient of F2 ⊗ `2, there exists a projective resolution Φ0 : F2 ⊗2 H1 → E
where Φ0 is the adjoint of the Poisson kernel K0 of E and H1 is the right slice of
K0(E) (i.e., the smallest subspace of `2 such that K0(E) is a subset of F2 tensored
with this Hilbert space). We repeat this process for KerΦ0. But this is an invariant
subspace and its Poisson kernel K1 : KerΦ0 → F2 ⊗ `2 is an isometry with range
F2⊗2H2, where H2 is the wandering subspace of KerΦ0. Then K∗

1 : F2⊗2H2 →
KerΦ0 is an isometric module map and Φ1 = ι ◦K∗

1 : F2 ⊗2 H1 → F2 ⊗2 H1 is a
partial isometry module map. Then we get

Corollary 5.2. A subquotient E of F2⊗ `2 is strongly orthogonally projec-
tive if and only if E is invariant under Li⊗I`2 , i 6 n. Moreover, every subquotient
E of F2 ⊗ `2 admits a projective resolution

0 −→ F2 ⊗H2
Φ1−→ F2 ⊗H1

Φ0−→ E −→ 0,
where H1,H2 ⊂ `2 and Φ0,Φ1 are partial isometric module maps.

We will see in the next section that the maps Φ0 and Φ1 reformulate aspects
of noncommutative dilation theory for C0-row contractions. Φ0 is the adjoint of
the minimal isometric dilation of E (see [14], [8] and [22]), and Φ1 is Popescu’s
characteristic function of E (see [21]).

5.2. Quotient spaces. Let J be a w∗-closed 2-sided ideal of F∞(ωα), and let
NJ be the orthogonal complement of the image of J . Since J is a left ideal, it
follows that NJ is a ∗-submodule of F2(ωα) with Vi = PNJLi|NJ for i 6 n.

The following lemma is implicit in the proof of Theorem 1.2 (see also Propo-
sition 3.4 of [4]).

Lemma 5.3. Let E ⊂ NJ ⊗ `2 be semi-invariant under Vi, i 6 n and let
K : E → F2(ωα)⊗`2 be the Poisson kernel of E (notice that E is also a subquotient
of F 2(ωα)⊗ `2). Then K(E) ⊂ NJ ⊗ `2. Consequently, (K∗)|NJ⊗`2 : NJ ⊗ `2 → E
is a surjective coisometric module map.

Proof. Recall from Theorem 1.2 that F∞(ωα)/J is completely isometric to
PNJF

∞(ωα)|NJ . Since Wi = PE(Li ⊗ I`2)|E = PE
[
PNJ⊗`2(Li ⊗ I`2)|NJ⊗`2

]|E =
PEVi|E , the map that sends ϕ ∈ F∞(ωα) to PE(Lϕ⊗I`2)|E ∈ B(E) factors through
F∞(ωα)/J . That is, PE(Lϕ⊗I`2)|E = Ψ◦Q(Lϕ) where Q : F∞(ωα) → F∞(ωα)/J
is the quotient map and Ψ : F∞(ωα)/J → B(E) is defined by Ψ(Lϕ + J) =
PE(Lϕ ⊗ I`2)|E . Let K : E → F2(ωα) ⊗ `2 be the Poisson kernel of E and notice
that for every ϕ ∈ F∞(ωα), K∗(Lϕ ⊗ I`2) = Ψ ◦Q(Lϕ)K∗.

Let x1 ∈ E , b ∈ J , h ∈ F2(ωα), and x2 ∈ `2. Then 〈Kx1, bh ⊗ x2〉 =
〈Kx1, (b⊗I`2)(h⊗x2)〉 = 〈x1,K

∗(b⊗I`2)(h⊗x2)〉 = 〈x1, [Ψ̂◦Q(b)]F (h⊗x2)〉 = 0,
because Qb = 0. Therefore K(E) ⊂ NJ ⊗ `2 and (K∗)|NJ⊗`2 : NJ ⊗ `2 → E is a
surjective coisometry. Since NJ is ∗-invariant, we also get that (K∗)|NJ⊗`2 is a
module map.
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Theorem 5.4. A subquotient E ⊂ NJ ⊗ `2 is strongly orthogonally projec-
tive if and only if it is isomorphic to NJ ⊗ H for some H ⊂ `2. Moreover, for
every subquotient E of NJ ⊗ `2 there exist a family of strongly orthogonally projec-
tive subquotients Pi and partial isometric module maps Φi such that the following
sequence is exact:

· · · Φ4−→ P4
Φ3−→ P3

Φ2−→ P2
Φ1−→ P1

Φ0−→ E −→ 0.

Proof. We show first for every H ⊂ `2, NJ ⊗ H is strongly orthogonally
projective in the category of ∗-submodules (i.e., it satisfies Theorem 3.1). We
observe that since J is also a right ideal,NJ is invariant underR∗i , i 6 n, the adjoint
of the right creation operators. This means that if ϕ ∈ R∞(ωα), the map T =
PNJRϕ|NJ : NJ → NJ is a module map. Indeed, V ∗i T

∗ = PNJL
∗
iPNJR

∗
ϕPNJ =

PNJL
∗
iR

∗
ϕPNJ = PNJR

∗
ϕL

∗
iPNJ = PNJR

∗
ϕPNJL

∗
iPNJ = T ∗V ∗i for i 6 n.

Let K be a ∗-submodule of NJ ⊗ `2 and f : NJ ⊗H → K a module map. We
claim that there exists a module map F : NJ ⊗H → NJ ⊗ `2 such that ‖F‖ = ‖f‖
and PK ◦ F = f . Since NJ ⊗ H and K are ∗-L-submodules of F2(ωα) ⊗ `2, it
follows from Corollary 3.5 that there exists an L-module map T̂ : F2(ωα)⊗ `2 →
F2(ωα) ⊗ `2 such that ‖f‖ = ‖T̂‖ and PKT̂ |NJ⊗H = f . Since NJ is also a ∗-R-
submodule, it follows that T = PNJ⊗`2 T̂ |NJ⊗`2 : NJ ⊗ `2 → NJ ⊗ `2 is a module
map. Since NJ ⊗ H is a submodule of NJ ⊗ `2, the function F = T |NJ⊗H :
NJ ⊗ H → NJ ⊗ `2 is a module map. It is now clear that PK ◦ F = f and
that ‖F‖ = ‖f‖. This means that NJ ⊗ H is strongly orthogonally projective
in the category of the ∗-submodules. Using Lemma 5.3, we follow the proof of
Theorem 4.5 and Corollary 4.6 to conclude that NJ ⊗H is strongly orthogonally
projective and that every subquotient has a projective resolution. It remains to
prove that every strongly orthogonally projective subquotient is isomorphic to
NJ ⊗H for some H⊗ `2.

Let E be a projective subquotient of NJ ⊗ `2. Since E is isomorphic to
K(E), then K(E) is also strongly orthogonally projective. Since K(E) is also a ∗-
submodule, it follows from the proof of Theorem 4.8 that K(E) is also a submodule
and hence it is reducing. Recall that

∑
α∈F+n

aα(Lα ⊗ I`s)(Lα ⊗ I`s)
∗ = P0 ⊗ I`2 .

Then since NJ is ∗-invariant, PNJ⊗`2
[ ∑
α∈F+n

aα(Lα ⊗ I`s)(Lα ⊗ I`s)
∗]PNJ⊗`2 =

∑
α∈F+n

aα(Vα⊗I`s)(Vα⊗I`s)∗ = PNJ⊗`2
[
P0⊗I`2

]
PNJ⊗`2 . And sinceK(E) is invariant

under Vα ⊗ I`s and (Vα ⊗ I`s)∗, PNJ⊗`2
[
P0 ⊗ I`2

]
PNJ⊗`2 maps K(E) to itself. Let

x =
∑
α∈F+n

δα⊗xα ∈ K(E). Then PNJ⊗`2
[
P0⊗I`2

]
PNJ⊗`2x = PNJ δ0⊗x0 = ξ0⊗x0,

where ξ0 = PNJ δ0. It is easy to see that the span of Vαξ0, α ∈ F+
n , is dense in

NJ (use 〈Vαξ0, z〉 = 〈δα, z〉 to show that an element z ∈ K(E) orthogonal to all
Vαξ0’s is zero). Then we obtain that NJ ⊗ x0 ⊂ K(E). Similarly, we get that
NJ ⊗ xα ⊂ K(E) for every α ∈ F+

n . If we repeat this for all x ∈ K(E) we conclude
that K(E) = NJ ⊗H, where H is the “right slice” of K(E).
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5.3. The symmetric Fock space. The symmetric Fock space F2
+ is the sub-

space of the Full Fock space F2 spanned by the vectors of the form
∑

π∈Sm
δπ(α)

for m ∈ N, α ∈ Fn+ with |α| = m, and π ∈ Sm, where π(α) = π(gi1gi2 · · · gim) =
giπ(1)giπ(2) · · · giπ(m) . F2

+ is also the orthogonal complement of the image of the
commutator ideal (i.e., it is of the form NJ of the previous section where J is gen-
erated by ϕ⊗ ψ − ψ ⊗ ϕ for ψ,ϕ ∈ F∞), and as a result it satisfies Theorem 5.4.
The commutant lifting theorem of the symmetric Fock space is an immediate con-
sequence of [25].

It is more convenient to denote zi = δi for i 6 n and 1 = δ0. The product
of two elements of F2

+ is defined by p · q = PF2
+
(p ⊗ q). Since the product is

commutative it is simpler to index the monomials with elements k = (k1, . . . , kn) ∈
Nn in the following way: zk = zk11 zk22 · · · zknn with the convention that z0 = 1. Then
F2

+ has an orthogonal basis {zk : k ∈ Nn} with ‖zk‖22 = k1!k2!···kn!
(k1+k2+···+kn)! .

The compressions of the left creation operators to the symmetric Fock space
are the maps Mi, i 6 n, that multiply by zi. Since they are commutative, their
products are also indexed by elements k = (k1, . . . , kn) ∈ Nn in the following way:
Mk = Mk1

1 Mk2
2 · · ·Mkn

n = Mzk .
According to Theorem 5.4, the strongly orthogonally projective submodules

of F2
+⊗ `2 are isomorphic to submodule of the form F2

+⊗H for some H ⊂ `2. But
as we saw in the previous subsection, this does not imply that they are exactly of
this form. The next proposition shows that this is true in this case.

Proposition 5.5. A subquotient E ⊂ F2
+ ⊗ `2 is strongly orthogonally pro-

jective if and only if there exists H ⊂ `2 such that E = F2
+ ⊗H.

Proof. Let E ⊂ F2
+ ⊗ `2 be a strongly orthogonally projective subquotient

with Poisson kernel K and Vi = PE(Mi⊗ I`2)|E , i 6 n. According to Theorem 5.4,
K(E) = F2

+ ⊗ Ĥ for some Ĥ ∈ `2. Hence for every k ∈ Ĥ, ‖k‖2 = 1, we have that
K∗(1⊗ k) ∈ E and ‖K∗(1⊗ k)‖2 = 1, and since K∗ is a module map,

PE
(
Mz1z2 ⊗ I`2

)
K∗(1⊗ k) = V1V2K

∗(1⊗ k) = K∗(z1z2 ⊗ h).

It is easy to see that ‖Mz1z2‖ = ‖Mz1z21‖2 = 1√
2

and that ‖Mz1z2f‖2 = 1√
2
‖f‖2

implies that f is a multiple of 1 (notice that Mz1z2 maps the orthogonal basis
{zk : k ∈ Nn} to an orthogonal set and that it attains its norm only at 1). Then
1√
2

= ‖z1z2⊗k‖2 = ‖K∗(z1z2⊗k)‖2 = ‖PE
(
Mz1z2⊗I`2

)
K∗(1⊗k)‖2 6 ‖(Mz1z2⊗

I`2
)
K∗(1 ⊗ k)‖2 6 ‖Mz1z2‖ = 1√

2
. This implies that

(
Mz1z2 ⊗ I`2

)
K∗(1 ⊗ k) ∈ E

and more importantly, that K∗(1 ⊗ k) is of the form 1 ⊗ h for some h ∈ `2. We
define H = {h ∈ `2 : 1⊗ h = K∗(1⊗ k) for some k ∈ Ĥ}.

It remains to show that zk ⊗ h ∈ E for every k ∈ Nn and h ∈ H. To see this,
we need to observe that ‖Mzk‖ = ‖Mzk1‖2 = ‖zk‖2 (if zk is a single power, then
Mzk can attain its norm in several vectors, but this is not important here). Let
h ∈ H, ‖h‖2 = 1 and find h1 ∈ Ĥ such that 1⊗ h = K∗(1⊗ h1). Then

‖zk‖2 = ‖K∗(zk ⊗ h1)‖2 = ‖PE
(
Mzk ⊗ I`2

)
K∗(1⊗ h1)‖2

= ‖PE
(
Mzk ⊗ I`2

)
(1⊗ h)‖2 6 ‖(Mzk ⊗ I`2

)
(1⊗ h)‖2 6 ‖Mzk‖ = ‖zk‖2.
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This implies that zk ⊗ h =
(
Mzk ⊗ I`2

)
(1 ⊗ h) ∈ E and we now easily conclude

that E = F2
+ ⊗H.

Corollary 5.6. If E is a subquotient of F2
+⊗`2 that is not strongly orthog-

onally projective then all projective resolutions have infinite length.

Proof. Suppose on the contrary that there exists a finite resolution

0 −→ F2
+ ⊗Hk

Φk−→ F2
+ ⊗Hk−1

Φk−1−→ · · ·
· · · −→ F2

+ ⊗H1
Φ1−→ F2

+ ⊗H0
Φ0−→ E −→ 0,

with partial isometric module maps Φi, 0 6 i 6 k. It follows that ImΦk = KerΦk−1

is strongly orthogonally projective and since it has the form F2
+ ⊗H for some H,

then (KerΦk−1)⊥ is also orthogonally projective. Since Φk−1 is a partial isometry
with initial space (KerΦk−1)⊥, then ImΦk−1 = KerΦk−2 and (KerΦk−2)⊥ are
strongly orthogonally projective. Proceeding this way we obtain that for every
i, 0 6 i 6 k−1, KerΦi and (KerΦi)⊥ are strongly orthogonally projective. Since E
is isomorphic to (KerΦ0)⊥, we conclude that E is strongly orthogonally projective,
and this contradicts the hypothesis.

5.4. Complete Nevanlinna-Pick kernels. A function K : X ×X → C is a
positive definite kernel on the setX if for every finite set x1, . . . , xn ∈ X, the matrix
(xij) is positive semi-definite. Each kernel induces a family of functions kx : X → C
defined by kx(y) = K(y, x). The reproducing kernel Hilbert space HK is the
Hilbert space spanned by the functions kx’s with inner product 〈ky, kx〉 = K(x, y).
Hence the elements f ∈ HK are thought of as functions f : X → C defined by
f(x) = 〈f, kx〉. A function φ : X → C defines an operator (Mφ)∗ on the span of
{kx : x ∈ X} by (Mφ)∗kx = φ(x)kx. If this maps extends to a bounded linear
operator on HK , we say that φ ∈ M(K) is a multiplier. Equivalently, φ is a
multiplier if and only if φf ∈ HK for every f ∈ HK , where φf is the product
of φ and f as functions on X. M(K) is the multiplier algebra of HK and the
elements φ ∈ M(K) have norm ‖φ‖M(K) = ‖Mφ‖. More generally, a function
Φ : X → B(H1,H2) is a multiplier from HK ⊗ H1 to HK ⊗ H2 if and only if
the operator (MΦ)∗kx ⊗ z2 = kx ⊗ Φ(x)∗z2, defined on the span of {kx ⊗ z2 :
x ∈ X, z2 ∈ H2}, extends to a bounded operator on HK ⊗ H2. A kernel has the
complete Nevanlinna-Pick property if for every finite set x1, . . . , xn ∈ X and n×n
matrices C1, . . . , Cn, there exists h ∈ Mn(M(K)) such that h(xi) = Ci for i 6 n
if and only if the matrix [(I − CiC

∗
j )〈kxj , kxi〉] is positive semi-definite.

In [1] and in unpublished work, Agler reformulated the Nevanlinna-Pick in-
terpolation this way. Quiggin ([31]) and McCullough ([16]) characterized the ker-
nels with this property, and more recently, Agler and McCarthy ([2]) proved the
remarkable result that an (irreducible) Nevanlinna-Pick kernel is the restriction of
the kernel of the symmetric Fock space F2

+ to a subset of the ball Bn. More pre-
cisely, they proved that there exist n (possibly infinite) and an injective function
g : X → Bn such that (after a renormalization)

K(x, y) =
1

1− 〈g(x), g(y)〉 .
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Let J = {ϕ ∈ F∞ : ϕ(g(x)) = 0 for every x ∈ X}. Following the arguments of
Theorem 3.10, it is easy to see that J is a w∗-closed 2-sided ideal of F∞ and that
NJ is the closed span of {zg(x) : x ∈ X}. Since

〈zg(x1), zg(x2)〉 =
1

1− 〈g(x2), g(x1)〉 = K(x2, x1) = 〈kx1 , kx2〉

we see that NJ is unitarily equivalent to the reproducing kernel Hilbert space HK ,
and this equivalence is implemented by the map that sends zg(x) to kx.

For simplicity, assume that X ⊂ Bn. An element ϕ ∈ F∞ determines a
function ϕ : X → C defined by ϕ(x) = 〈ϕ, zx〉 (recall that X ⊂ Bn). The operator
T = PNJLϕ|NJ : NJ → NJ is bounded and satisfies T ∗zx = ϕ(x)zx. Hence
the map ϕ : X → C is a multiplier and ‖Mϕ‖ = ‖PNJLϕ|NJ‖ = ‖ϕ + J‖F∞/J .
Conversely, if φ ∈ M(K), the operator T : NJ → NJ defined by T ∗zx = φ(x)zx
for x ∈ X is bounded and commutes with PNJRi|NJ for i 6 n. By Corollary 3.8,
there exists ϕ ∈ F∞ such that PNJLϕ|NJ = T and ‖ϕ‖∞ = ‖T‖. The matricial
case works the same way and we conclude that the space of multipliers M(K) is
unitarily equivalent to F∞/J . Consequently, the results of the previous section
apply to these examples. Furthermore, we note that since M(K) is a quotient of
F∞, then it has the A1(1)-property (see [5]). Finally, since M(K) is commutative,
the compression of the left creation operators and right creation operators coincide
and we do not need to distinguish between L-module maps or R-module maps, we
call them simply module maps. Hence a map T : M(K)⊗H1 →M(K)⊗H2 is a
module map if and only if TMφ ⊗ IH1 = Mφ ⊗ IH2T for every φ ∈ M(K) if and
only if there exists a multiplier Φ : X → B(H1,H2) such that T = MΦ.

6. APPLICATIONS AND FINAL REMARKS

6.1. Invariant subspaces of Nevanlinna-Pick kernels. In [17], McCul-
lough and Trent characterized the subspaces of HK ⊗ E that are invariant under
the maps Mφ⊗ IE for Nevanlinna-Pick kernels K. In this subsection we show that
their results follow easily from our work, and then we prove that their conjecture
is true.

McCullough and Trent proved that M⊂ HK ⊗E is invariant under Mφ⊗ IE
for φ ∈ M(K) if and only if there exist a Hilbert space G and a multiplier Φ :
X → B(G, E) such that MΦ : HK ⊗ G → HK ⊗ E is a partial isometry with range
M. We sketch the proof of this result now. Suppose that M is invariant, and let
K : M→ HK ⊗M be its Poisson kernel. Then the map ιM ◦K∗ : HK ⊗M →
HK ⊗ E is a module map because K∗ is a module map (Lemma 5.1) and ιM is a
module map (M is invariant), and it is a partial isometry with range M. Since
module maps between these spaces correspond to multiplier maps, there exists a
multiplier Φ : X → B(G, E) such that MΦ = ιM ◦ K∗. The other direction is
immediate because the image of a partial isometric module map is invariant.

McCullough and Trent also proved that if M ⊂ N ⊂ HK ⊗ E are invariant
subspaces, Φ : X → B(H1, E) and Ψ : X → B(H2, E) are multipliers satisfying
MΦ is a partial isometry with range M and MΨ is a partial isometry with range
N , then there exists a multiplier Γ : X → B(H2,H1) such that MΓ is a contraction
and Φ = Ψ ◦ Γ. This follows from the fact that HK ⊗H2 is strongly orthogonally
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projective. Indeed, since ι ◦MΦ : HK ⊗ H2 → N is a module map, and MΨ :
HK ⊗ H1 → N is a coisometric module map, then there exists a module map
T : HK ⊗H2 → HK ⊗H1 such that ‖T‖ = ‖ι ◦MΦ‖ = 1,

HK ⊗H2
MΦ−→ M ιM−→ HK ⊗ Ey∃ T yι ||

HK ⊗H1
MΨ−→ N ιN−→ HK ⊗ E

.

The contractive module map T corresponds to a contractive multiplier Γ : X →
B(H2,H1). McCullough and Trent showed that, in general, one cannot assume
that the MΓ = T of the previous diagram is a partial isometry, and conjectured
the following:

Conjecture 6.1. ([16]) If M⊂ N ⊂ HK ⊗ E are invariant subspaces and
Ψ : X → B(H1, E) is a multipliers such that MΨ is a partial isometry with range
N , then there exist a Hilbert space H3 and a multiplier Γ : X → B(H3,H1) such
that MΓ is a partial isometry and MΨΓ is a partial isometry with range equal to
M.

Proof. We claim that Ker(MΨ) ⊕ (MΨ)∗(M) is an invariant subspace of
HK ⊗H1. To see this, we only need to check that whenever x ∈ (MΨ)∗(M) and
φ ∈M(K), then (Mφ ⊗ IH1)x ∈ Ker(MΨ)⊕ (MΨ)∗(M), and this follows from

(Mφ⊗ IH1)x =
[
(Mφ⊗ IH1)x− (MΨ)∗MΨ(Mφ⊗ IH1)x

]
+(MΨ)∗MΨ(Mφ⊗ IH1)x.

Since MΨ is a partial isometry, the term inside the brackets belongs to the kernel
of MΨ, and since MΨ is a module map, MΨ(Mφ ⊗ IH1)x = (Mφ ⊗ IE)MΨx ∈M,
and this implies that (MΨ)∗MΨ(Mφ ⊗ IH1)x ∈ (MΨ)∗(M). Then Ker(MΨ) ⊕
(MΨ)∗(M) has a Poisson kernel K : Ker(MΨ) ⊕ (MΨ)∗(M) → HK ⊗ `2, and
K∗ : HK ⊗ `2 → HK ⊗ H1 is a partial isometry module map, and hence it
corresponds to a multiplier Γ : X → B(`2,H1) with MΓ = K∗. Since MΨ ◦MΨ

has range M, we finish the proof.

This criterion can be used to characterize the invariant subspaces of quotients
of the weighted Fock spaces. Namely, a subquotient M of NJ ⊗ `2 with Poisson
kernel K : M → NJ ⊗ M is a submodule if and only if the map ιM ◦ K∗ :
NJ ⊗M→ NJ ⊗ `2 is a module map.

6.2. Uniqueness of the resolutions. We start with the simplest case:

Proposition 6.2. If M1,M2 ⊂ F2(ωα) are submodules of F2(ωα) for
which M⊥

1 and M⊥
2 are isomorphic, then M1 = M2.

Proof. Let M1,M2 be two submodules of F2(ωα) and suppose that there
exists u : M⊥

1 → M⊥
2 such that u and u−1 are isometric module maps. By
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Corollary 3.8, there exist ϕ,ψ ∈ R∞(ωα) satisfying: ‖Rϕ‖ = 1, PM⊥
2
Rφ = uPM⊥

1
,

‖Rψ‖ = 1, and PM⊥
1
Rψ = u−1PM⊥

2

0 −→ M1 −→ F2(ωα)
PM⊥

1−→ M⊥
1 −→ 0yRϕ yu

0 −→ M2 −→ F2(ωα)
PM⊥

2−→ M⊥
2 −→ 0yRψ yu−1

0 −→ M1 −→ F2(ωα)
PM⊥

1−→ M⊥
1 −→ 0

.

We first claim that for every x ∈ M⊥
1 and y ∈ M⊥

2 , u(x) = x ⊗ ϕ and
u−1(y) = y ⊗ ψ. To see this, let x ∈ M⊥

1 . Since PM⊥
2
Rϕx = u(x) and ‖x‖ =

‖u(x)‖ = ‖PM⊥
2
Rϕx‖ 6 ‖Rϕx‖ 6 ‖x‖, it follows that Rϕx ∈M⊥

2 , and hence that
u(x) = Rϕ(x) = x⊗ ϕ. The other case is similar. We now claim that ϕ⊗ ψ = δ0.
This follows from the fact that the product of two non-zero terms of R∞(ωα) is
non-zero (to see this, just look at the non-zero coefficients of “smallest” length).
Let x ∈M⊥

1 be non-zero. Since x = x⊗ ϕ⊗ ψ, we get that x⊗ (ϕ⊗ ψ − δ0) = 0.
Finally, we claim that there exist a0, b0 with |a0| = |b0| = 1 such that ϕ = a0δ0 and
ψ = b0δ0. Since ϕ,ψ ∈ F2(ωα), there exists coefficients (aα)α∈F+n and (bα)α∈F+n
such that

ϕ = a0δ0 +
∑

|α|>1

aαδα, ψ = b0δ0 +
∑

|α|>1

bαδα,

and

ϕ⊗ ψ = (a0b0)δ0 +
∑

|γ|>1

[ ∑

αβ=γ

aαbβ

]
δγ .

Since ‖ϕ‖2 6 ‖Rϕ‖ = 1 and ‖ψ‖2 6 ‖Rψ‖ = 1, we have that ωα|aα|2 6 1 and
ωα|bα|2 6 1 for each α ∈ F+

n . In particular, |a0| 6 1 and |b0| 6 1. And since
a0b0 = 1 we get that |a0| = |b0| = 1. Then 1 > ‖ϕ‖2 = |a0|2 +

∑
|α|>1

|aα|2ωα =

1 +
∑
|α|>1

|aα|2ωα, and this implies that aα = 0 for |α| > 1. Similarly, we obtain

that bα = 0 for |α| > 1. Then Rϕ and Rψ are just multiples of the identity and
chasing the diagrams we see that M1 = M2.

Corollary 6.3. Suppose that J is a w∗-closed to sided ideal of F∞(ωα).
If M1,M2 ⊂ NJ are submodules of NJ for which M⊥

1 and M⊥
2 are isomorphic,

then M1 = M2.

Proof. By M⊥
1 we mean NJ ª M1 which is a ∗-submodule of NJ . It is

also a ∗-submodule of F2(ωα) because NJ is a ∗-submodule of F2(ωα). Then
F2(ωα) ª M⊥

1 and F2(ωα) ª M⊥
2 are submodules of F2(ωα) with isomorphic

orthogonal complement. By Proposition 6.2, they are equal. Since Mi = NJ ∩
[F2(ωα)ª [NJ ªMi]] for i = 1, 2, it follows that M1 = M2.
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Corollary 6.3 was proved by Arveson ([6]) for the symmetric Fock space. His
proof used C∗-theory. Propositions 6.2 and 6.4 were proved by Popescu for the
Full Fock space [30]. His proofs are based on the uniqueness of the characteristic
function of a family of row contractions ([21]) (commuting or noncommuting). In
the next subsection we show that Proposition 6.4 can be used to give an alternative
proof of the uniqueness of the characteristic function in the particular case of C0

contractions, and to define “characteristic functions” in weighted Fock spaces.
Proposition 6.1 was proved by Douglas and Foiaş [12] for the polydisc algebra

H2(Dn).
The conclusion of Proposition 6.2 cannot be true for submodules of F2(ωα)⊗

`2. If M is a submodule of F2(ωα) and M1 = M⊗e1 (the Hilbert tensor product
of M with the first vector basis of `2) and M2 = M⊗ e2, then M1 and M2

have isomorphic orthogonal complement but they are not equal. However, they
are isomorphic via a map of the form IF2(ωα) ⊗ U : F2(ωα) ⊗ `2 → F2(ωα) ⊗ `2.

Furthermore, if M1 = {0} ⊂ F2(ωα) ⊗ `2 and M2 = F2(ωα) ⊗ H where H and
H⊥ have infinite dimension, then M⊥

1 and M⊥
2 are isomorphic to F2(ωα) ⊗ `2.

In the next proposition we show that these are the only possibilities. Recall that
the “right slice” of E ⊂ F2(ωα) ⊗ `2 is the smallest subspace H ⊂ `2 such that
E ⊂ F2(ωα)⊗H.

Proposition 6.4. Suppose that M1 ⊂ F2(ωα)⊗H1 and M2 ⊂ F2(ωα)⊗H2

are submodules for which M⊥
1 and M⊥

2 are isomorphic. Then if H1 is the right
slice of M⊥

1 and H2 is the right slice of M⊥
2 (equivalently, if M1 and M2 do not

have any nontrivial reducing subspaces), then M1 and M2 are isomorphic via a
map of the form IF2(ωα) ⊗ U where U : H1 → H2 is unitary.

Proof. Suppose that there exists u : M⊥
1 → M⊥

2 such that u and u−1 are
isometric module maps. By Corollary 3.8, there exist T1 ∈ R∞(ωα)⊗B(H1,H2)
and T2 ∈ R∞(ωα)⊗B(H2,H1) such that ‖T1‖ = 1, PM⊥

2
T1 = uPM⊥

1
, ‖T2‖ = 1,

and PM⊥
1
T2 = u−1PM⊥

2
. Following the proof of Proposition 6.2, we see that

uz = T1z and uz′ = T2z
′ for every z ∈ M⊥

1 and z′ ∈ M⊥
2 , and this implies that

T2T1z = z for every z ∈ M⊥
1 . For each α ∈ F+

n , there exist Aα ∈ B(H1,H2) and
Bα ∈ B(H2,H1) such that

T1 = R0 ⊗A0 +
∑

|α|>1

Rα ⊗Aα and T2 = R0 ⊗B0 +
∑

|α|>1

Rα ⊗Bα.

Moreover, T2T1 = R0 ⊗ B0A0 +
∑
|γ|>1

Rδ ⊗
[ ∑
βα=γ

BβAα

]
. Since ‖T1‖ = ‖T2‖ = 1,

it follows that ‖A0‖ 6 1 and ‖B0‖ 6 1. Let z =
∑
α
δα ⊗ xα ∈M⊥

1 . We claim that

B0A0xβ = xβ for every β ∈ F+
n . If xβ = 0 there is nothing to prove, so assume that

xβ 6= 0. Since M⊥
1 is invariant under (Lα⊗I`2)∗, we have that w = (Lβ⊗I`2)∗z =

δ0⊗xβ+[higher terms] ∈M⊥
1 . Then, since T2T1w = δ0⊗B0A0xβ+[higher terms]

and T2T1w = w, we get thatB0A0xβ = xβ . We will see now that T1 = IF2(ωα)⊗A0.
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Since ‖T1‖ = 1, ‖A0xβ‖ = ‖xβ‖, and T1(δ0 ⊗ xβ) = δ0 ⊗A0xβ +
∑
|α|>1

δα ⊗Aαxβ ,

then
‖T1(δ0 ⊗ xβ)‖2 = ‖xβ‖2 +

∑

|α|>1

ωα‖Aαxβ‖2 6 ‖xβ‖2.

Hence Aαxβ = 0 for |α| > 1. And since the span of the xβ ’s is dense in H1, we
conclude that Aα = 0 for |α| > 1. Similarly we obtain that Bα = 0 for |α| > 1,
and this implies that A0 : H1 → H2 is unitary.

A surjective coisometric module map Φ : F2(ωα) ⊗ H → E is a minimal
resolution ifH is the “right-slice” of Φ∗(E). We will see that Proposition 6.4 implies
easily that the Poisson kernel and minimal resolutions are essentially unique.

Proposition 6.5. Let E be a subquotient of F2(ωα)⊗`2 with Poisson kernel
K and suppose that there exists a surjective coisometry module map Φ : F2(ωα)⊗
`2 → E. Then there exists a partial isometry U such that for every x ∈ E, Φ∗(x) =
(I ⊗ U)K(x). Furthermore, if Φ1 : F2(ωα)⊗H1 → E and Φ2 : F2(ωα)⊗H1 → E
are two minimal resolutions of E, there exists a unitary module map V : F2(ωα)⊗
H1 → F2(ωα)⊗H2 such that Φ2 ◦ V = Φ1.

Proof. It follows from Lemma 4.3 that K∗(E) and Φ∗(E) are isomorphic to
E , and hence they are isomorphic to each other via the map Φ∗K∗. Let H1 ⊂ E
be the “right slice” of K(E) ⊂ F2(ωα) ⊗ E and H2 ⊂ `2 the “right slice” of
Φ∗(E) ⊂ F2(ωα)⊗`2. By Proposition 6.4, there exists a unitary mapA0 : H1 → H2

such that the following diagram commutes:

F2(ωα)⊗H1

PK(E)−−−→ K(E) K∗−→ EyI⊗A0

yΦ∗K∗
yid

F2(ωα)⊗H2

PΦ∗(E)−→ Φ∗(E) Φ−−−→ E
.

Moreover, for every x ∈ K(E), (I ⊗ A0)(x) = Φ∗K∗(x) and hence Φ∗(x) =
Φ∗K∗(K(x)) = (I ⊗ A0)K(x). We finish the first part of the proof by extend-
ing A0 to a partial isometry U : E → `2. The second part follows easily from the
first one.

In the Full Fock space, the uniqueness of minimal resolutions is due to Frazho
([14]), Bunce ([8]), and Popescu ([22]). Proposition 6.5 has an amusing corollary.
If E ⊂ F2(ωα) is a ∗-invariant subspace with Poisson kernel K, it has two natural
resolutions: the orthogonal projection P : F2(ωα)⊗ `2 → E and the adjoint of the
Poisson kernel K∗ : F2(ωα) ⊗ E → E . Since P ∗ is just the inclusion map, K is
essentially an inclusion map.

Corollary 6.6. Let E ⊂ F2(ωα) be a ∗-invariant subspace with Poisson
kernel K. Then there exists x0 ∈ E such that K(x) = x⊗2 x0.

Such a simple formula is not apparent from the definition of the Poisson
kernel. However, once we know it is true, we can compute the kernel and find out
that x0 = PEδ0

‖PEδ0‖ .

6.3. Characteristic functions. Two module maps Φ : E2 → E1 and Ψ :
F2 → F1 are unitarily equivalent if and only if there exist unitary module maps
U2 : E2 → F2 and U1 : E1 → F1 such that U1 ◦ Φ = Ψ ◦ U2.
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Theorem 6.7. Let E and F be subquotients of F2(ωα) ⊗ `2 with minimal
projective resolutions

· · · Φ3−→ F2(ωα)⊗H3
Φ2−→ F2(ωα)⊗H2

Φ1−→ F2(ωα)⊗H1
Φ0−→ E −→ 0

· · · Ψ3−→ F2(ωα)⊗K3
Ψ2−→ F2(ωα)⊗K2

Ψ1−→ F2(ωα)⊗K1
Ψ0−→ F −→ 0

.

Then E is isomorphic to F if and only if Φ1 is unitarily equivalent to Ψ1.

Proof. Suppose first that u : E → F is an isomorphism. Then it follows
from Proposition 6.5 that there exists a unitary U1 : H1 → K1 such that u ◦Φ0 =
Ψ0 ◦ (IF2(ωα)⊗U1). Hence IF2(ωα)⊗U1 : KerΦ0 → KerΨ0 is an isomorphism. We
apply Proposition 6.5 again to the minimal projective resolutions

Φ1 : F2(ωα)⊗H2 → KerΦ0 and Ψ1 : F2(ωα)⊗K2 → KerΨ0

and we find a unitary map U2 : H2 → K2 such that (IF2(ωα) ⊗ U1) ◦ Φ1 =
Ψ1 ◦ (IF2(ωα) ⊗ U2). This implies that Φ1 and Ψ1 are unitarily equivalent. Of
course this extends to all maps Φi and Ψi.

Suppose now that there exist unitary module maps U1 : F2(ωα) ⊗ H1 →
F2(ωα)⊗K1 and U2 : F2(ωα)⊗H2 → F2(ωα)⊗K2 such that U1 ◦Φ1 = Ψ1 ◦U2.
Since KerΦ0 = ImΦ1 and KerΨ0 = ImΨ1, we easily check that U1(KerΦ0) =
KerΨ0 and U1(KerΦ0)⊥ = (KerΦ0)⊥. We need to check that U1 : (KerΦ0)⊥ →
(KerΨ0)⊥ is a module map with respect to the module structure of (KerΦ0)⊥

and (KerΨ0)⊥. This will finish the proof because E is isomorphic to Φ∗0(E) =
(KerΦ0)⊥ and F is isomorphic to Ψ∗0(F) = (KerΨ0)⊥ (Lemma 4.3). For i 6 n,
let Vi = P(KerΦ0)⊥(Li ⊗ IH1)|(KerΦ0)⊥ and Ti = P(KerΨ0)⊥(Li ⊗ IK1)|(KerΨ0)⊥ . We
need to check that U1Vi = TiU1 for i 6 n. Let x ∈ (KerΦ0)⊥, then

U1Vix = U1P(KerΦ0)⊥(Li ⊗ IH1)x

= U1(Li ⊗ IH1)x− U1PKerΦ0(Li ⊗ IH1)x

= (Li ⊗ IK1)U1x− U1(Li ⊗ IH1)PKerΦ0x

= (Li ⊗ IK1)U1x− (Li ⊗ IK1)U1PKerΦ0x

= (Li ⊗ IK1)U1x− (Li ⊗ IK1)PKerΨ0U1x

= (Li ⊗ IK1)U1x− PKerΨ0(Li ⊗ IK1)U1x

= P(KerΨ0)⊥(Li ⊗ IK1)U1x = TiU1x.

These equalities are based on the fact that U1 : F2(ωα) ⊗ H1 → F2(ωα) ⊗ K1,
PKerΦ0 : F2(ωα)⊗H1 → F2(ωα)⊗H1 and PKerΨ0 : F2(ωα)⊗K1 → F2(ωα)⊗K1

are module maps, and that U1PKerΦ0 = PKerΨ0U1PKerΦ0 .

In the Full Fock space, the map Φ1 corresponds to Popescu’s characteristic
function ([21]; see also Theorem 2.1 of [30]).

6.4. Homology. In this section we use ideas of Greene ([15]) to study the
homology of some natural complexes associated to projective resolutions. Let
E ⊂ F2(ωα)⊗ `2 be a subquotient, and let

· · · Φ3−→ F2(ωα)⊗H2
Φ2−→ F2(ωα)⊗H1

Φ1−→ F2(ωα)⊗H0
Φ0−→ E −→ 0
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be a projective resolution. Suppose that J ⊂ F∞(ωα) is a w∗-closed 2-sided
ideal with NJ the orthogonal complement of the image of J . Since NJ is a ∗-L-
submodule the orthogonal projection ∂ : F2(ωα) ⊗ Hk → NJ ⊗ NJ is a module
map, and since NJ is a ∗-R-submodule, for every i ∈ N , there exists a module
map Ψi : NJ ⊗Hi → NJ ⊗Hi−1 such that the following diagram commutes

F2(ωα)⊗Hi
Φi−→ F2(ωα)⊗Hi−1y∂ y∂

NJ ⊗Hi
Ψi−→ NJ ⊗Hi−1

.

These maps induce a complex

· · · NJ ⊗H3
Ψ3−→ NJ ⊗H2

Ψ2−→ NJ ⊗H1
Ψ1−→ NJ ⊗H0

which in general is not exact. In particular, if J is the w∗-closed 2-sided ideal of
elements of F∞(ωα) that “vanish” at zero, then we get the complex

· · · Ψ4−→ H3
Ψ3−→ H2

Ψ2−→ H1
Ψ1−→ H0

.

There are many ideals J for which the homology of these complexes can be de-
scribed. For simplicity, denote F2(ωα) ⊗Hi by Pi and NJ ⊗Hi by Ci. Then we
have the following commutative diagram:

(6.1)

· · · Φ4−→ P3
Φ3−→ P2

Φ2−→ P1
Φ1−→ P0

Φ0−→ E −→ 0y∂ y∂ y∂ y∂
· · · Ψ4−→ C3

Ψ3−→ C2
Ψ2−→ C1

Ψ1−→ C0y y y y
0 0 0 0

.

Suppose that J is the w∗-closed two-sided ideal generated by the maps Lα
for |α| > N . Then NJ is the span of the δβ ’s with |β| < N . We can complete the
vertical arrows into short exact sequences in a natural way. Let EN be the span
of the δβ ’s with |β| = N , and define

∂ :
[F2(ωα)⊗Hi

]⊗EN → F2(ωα)⊗Hi by ∂(x⊗ δβ) = (Lβ ⊗ I)(x).

It follows easily that

0 −→ [F2(ωα)⊗Hi

]⊗ EN
∂−→ F2(ωα)⊗Hi

∂−→ NJ ⊗Hi −→ 0

is a short exact sequence (notice that for every i 6 n there exists a constant c > 1
such that 1

c‖ϕ‖ 6 ‖Liϕ‖ 6 c‖ϕ‖ for every ϕ ∈ F2(ωα)). Denote
[F2(ωα)⊗Hi

]⊗
EN by Qi, let Φ̂i : Qi → Qi−1 be the map Φi⊗IEN , and define ∂ : E ⊗EN → E by
∂(x⊗ δβ) = Tβ(x), where the Ti = PE(Li ⊗ I`2)|E ’s are the maps associated with
the subquotient E . Then we have the following commutative diagram in which all
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columns (excepts perhaps ∂ : E ⊗ EN → E) and the first two rows are exact:

0 0 0 0 0y y y y y

· · · Φ̂4−→ Q3
Φ̂3−→ Q2

Φ̂2−→ Q1
Φ̂1−→ Q0

Φ̂0−→ E ⊗ EN −→ 0y∂ y∂ y∂ y∂ y∂
· · · Φ4−→ P3

Φ3−→ P2
Φ2−→ P1

Φ1−→ P0
Φ0−→ E −→ 0y∂ y∂ y∂ y∂

· · · Ψ4−→ C3
Ψ3−→ C2

Ψ2−→ C1
Ψ1−→ C0y y y y

0 0 0 0

.

Using standard arguments in homology we get

Proposition 6.8.

KerΨ1/ImΨ2 ' Ker(∂ : E ⊗ EN → E), C0/ImΨ1 ' E/∂(E ⊗ EN ), and

KerΨi/ImΨi+1 = 0 for i = 2, 3, . . . .

Sketch of the proof. We will show that KerΨ2 = ImΨ3. Since ImΨ3 ⊂ KerΨ2,
we only need to show that KerΨ2 ⊂ ImΨ3. Let x2 ∈ KerΨ2. Lift x2 to y2 ∈ P2 (i.e.,
∂y2 = x2) and push it to Φ2(y2) ∈ P1. Since ∂(Φ2(y2)) = 0, there exists z1 ∈ Q1

such that ∂z1 = Φ2(y2). Since ∂Φ̂1(z1) = 0 and since ∂ is one-to-one, Φ̂1(z1) = 0
and hence, z1 = Φ̂2(z2) for some z2 ∈ Q2. Now Φ2∂z2 = ∂Φ̂2z2 = ∂z1 = Φ2(y2).
Then Φ2(y2−∂z2) = 0, and hence, there exists y3 ∈ P3 such that Φ3(z3) = y2−∂z2.
Then Ψ3(∂y3) = ∂Φ3(y3) = ∂(y2 − ∂z2) = ∂y2 = x2, and hence x2 ∈ ImΨ3. The
proof of KerΨi = ImΨi+1 for i = 3, 4, . . . is identical.

We will show now that KerΨ1/ImΨ2 ' Ker(∂ : E ⊗ EN → E). Let x1 ∈
KerΨ1. Lift it to y1 ∈ P1 and push it to Φ1y1 ∈ P0. Since ∂Φ1y1 = 0, Φ1y1 = ∂z0
for some z0 ∈ Q0. Then Φ̂0z0 ∈ Ker(∂ : E⊗EN → E). We claim that x1 7→ Φ̂0z0 is
a well defined map. Indeed, if we lift x1 ∈ KerΨ1 to y′1 ∈ P1, push it to Φ1y

′
1 = ∂z′0

then Φ̂0z
′
0 ∈ Ker(∂ : E⊗EN → E). Since ∂(y1−y′1) = 0 then y1−y′1 = ∂z1 for some

z1 ∈ Q1 and hence ∂z0 − ∂z′0 = Φ1y1 −Φ1y
′
1 = Φ1∂z1 = ∂Φ̂1z1. Since ∂ is one-to-

one, then z0 = z′0+Φ̂1z1 and hence Φ̂0z0 = Φ̂0(z′0+Φ̂1z1) = Φ̂0z
′
0, which shows that

the map is well defined. Now if x1 ∈ ImΦ2, we can lift it to a y1 ∈ P1 that satisfies
Φ1y1 = 0. Therefore, we get a map from KerΨ1/ImΨ2 to Ker(∂ : E ⊗ EN → E).
We will construct the inverse of this map now. Let x ∈ Ker(∂ : E ⊗ EN → E).
Lift it to z0 ∈ Q0 and push it to ∂z0 ∈ P0. Since Φ0∂z0 = 0, ∂z0 = Φ1y1 for some
y1 ∈ P1. Then ∂y1 ∈ KerΨ1. If we lift x ∈ Ker(∂ : E ⊗EN → E) to z′0 ∈ Q0, push
it ∂z′0 = Φ1y

′
1, then ∂y′1 ∈ KerΨ1. Since Φ̂0(z0 − z′0) = 0, then z0 − z′0 = Φ̂1z1

for some z1 ∈ Q1 and then Φ1y1 = Φ1y
′
1 = ∂z0 − ∂z′0 = ∂Φ̂1(z1) = Φ1(∂z1).

Hence Φ1(y1 − y′1 − ∂z1) = 0 and y1 − y′1 − ∂z1 = Φ2(y2) for some y2 ∈ P2. Then
∂y1 − ∂y′1 = ∂(y1 − y′1 − ∂z1) = ∂Φ2(y2) = Ψ2(∂y2) ∈ ImΨ2. This shows that the
map x 7→ ∂y1 + ImΨ2 from Ker(∂ : E ⊗EN → E) to KerΨ1/ImΨ2 is well defined.
Since these two maps are clearly inverse to each other, we prove the result.

The proof of C0/ImΨ1 ' E/∂(E ⊗ EN ) is similar.
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Remark 6.9. Proposition 6.8 is similar to the work of D. Greene ([15)].
He considers a “free” resolution of symmetric Fock spaces and, in the simplest
example, looks at the diagram (6.1) with the ideal corresponding to N = 1. He
completes the columns into exact sequences, but due to the commutativity of the
operators, it cannot be done in one step (as it is done here). He uses the Koszul
complex to accomplish this. Then he uses homological arguments to relate the
homology of the “last” row to the homology of the “last” column.

6.5. Final Remark. For simplicity, we decided to work with subquotients of
F2(ωα) ⊗ `2 instead of working with representation of the unital norm closed al-
gebra generated by L1, . . . , Ln, which we denote by An(ωα). A representation
on this algebra is determined by an n-tuple of operators T1, . . . , Tn ∈ B(H). And
since there are too many bounded representations, we would have to consider com-
pletely contractive ones. If T1, . . . , Tn ∈ B(H) induces a completely contractive
representation on An(ωα), then using Lemma 4.1 and Wittstock’s Theorem we get

∑

|α|6n
aαTαTα > 0.

But this still leads to too many representations, even in the Full Fock space. For
example, if we allowed T1T

∗
1 + · · · + TnT

∗
n = IH, we would have to consider the

representations of Cuntz’ algebras (since the Cuntz algebras are simple C∗-algebra
which are not of type I, their representations cannot be classified up to unitary
equivalence). We can remove the “spherical” representations if we require that

SOT− lim
N→∞

∑

|γ|>N

[ ∑

αβ=γ
|α|6N

aβ
ωα

]
TγT

∗
γ = 0,

which we called the C0-condition in [4]. But then we showed in [4] that in this case
there exists a Poisson kernel K : H → F2(ωα) ⊗ H, and hence (H : T1, . . . , Tn)
is isomorphic to a ∗-submodule of F2(ωα)⊗H. Therefore, working with the sub-
quotients of F2(ωα)⊗ `2 is equivalent to working with the completely contractive
representations of An(ωα) that satisfy the C0-condition. Moreover, we showed in
[4] that the C0-completely contractive representations of An(ωα) coincide with the
C0-completely representation of F∞(ωα).

We use this to give counter-examples to a question of Muhly and Solel ([18], p.
20) if we work with the restricted category of C0-completely contractive represen-
tations. It follows from Theorem 5.4 that NJ is a strongly orthogonally projective
module of F∞(ωα)/J . However, Theorem 4.8 states that if NJ is strongly orthog-
onally projective in F∞(ωα) then NJ is invariant under L1, . . . , Ln. For example,
if J is the commutator ideal in the Full Fock space, NJ is the Symmetric Fock
space, which is not invariant. Hence we obtain:
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Proposition 6.10. Let J be a w∗-closed 2-sided ideal of F∞(ωα) such that
NJ is not invariant under L1, . . . , Ln. Then NJ is strongly orthogonally projective
in the category of C0-completely contractive representations of F∞(ωα)/J , but it
is not strongly orthogonally projective in the category of C0-completely contractive
representations of F∞(ωα).
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