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#### Abstract

The Kreĭn-von Neumann and the Friedrichs extensions of a nonnegative linear operator or relation (i.e., a multivalued operator) are characterized in terms of factorizations. These factorizations lead to a novel approach to the transversality and equality of the Krein-von Neumann and the Friedrichs extensions and to the notion of positive closability (the Kreĭn-von Neumann extension being an operator). Furthermore, all extremal extensions of the nonnegative operator or relation are characterized in terms of analogous factorizations. This approach for the general case of nonnegative linear relations in a Hilbert space extends the applicability of such factorizations. In fact, the extension theory of densely and nondensely defined nonnegative relations or operators fits in the same framework. In particular, all extremal extensions of a bounded nonnegative operator are characterized.
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## INTRODUCTION

To illustrate the factorizations introduced in this paper consider the following simple completion problem. Let $\mathfrak{H}$ be a Hilbert space with the orthogonal decomposition $\mathfrak{H}=\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$. Let $S_{11}$ be a nonnegative bounded linear operator in $\mathfrak{H}_{1}$, let $S_{21}$ be a bounded linear operator from $\mathfrak{H}_{1}$ to $\mathfrak{H}_{2}$, and let $S_{12}=S_{21}^{*}$. The usual form of the completion problem requires to determine all bounded linear operators $S_{22}$ in $\mathfrak{H}_{2}$, such that

$$
\left(\begin{array}{cc}
S_{11} & S_{12}  \tag{0.1}\\
S_{21} & *
\end{array}\right)
$$

becomes a nonnegative bounded linear operator in $\mathfrak{H}$, cf. [7], [13], [16], [28], [29], [33], [35]. This completion problem has a solution if and only if $\operatorname{ran} S_{21}^{*} \subset \operatorname{ran} S_{11}^{1 / 2}$.

To put this completion problem in a more general framework introduce the following linear relation

$$
\begin{equation*}
V=\left\{\{h, k\} \in \mathfrak{H}_{2} \times \overline{\operatorname{ran}} S_{11}: S_{11}^{1 / 2} k=S_{21}^{*} h\right\} \tag{0.2}
\end{equation*}
$$

as a subset of the Cartesian product $\mathfrak{H}_{2} \times \overline{\operatorname{ran}} S_{11}$. Clearly, $V$ is linear and closed. Furthermore, if $\{0, k\} \in V$ then by definition $k \in \operatorname{ker} S_{11} \cap \overline{\operatorname{ran}} S_{11}=\{0\}$, which means that $V$ is the graph of a closed linear operator. The closed linear operator $V$ gives rise to the following "solution" of (0.1):

$$
\binom{S_{11}^{1 / 2}}{V^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & V \tag{0.3}
\end{array}\right)
$$

where the product is in the sense of linear relations. If dom $V=\mathfrak{H}_{2}$ (i.e., ran $S_{21}^{*} \subset$ $\operatorname{ran} S_{11}^{1 / 2}$ ), then $S_{11}^{1 / 2} V=S_{12}, S_{22}=V^{*} V$, and (0.3) gives the smallest solution of (0.1). If $V$ is densely defined, then (0.3) still gives the smallest solution of (0.1), but now $S_{22}=V^{*} V$ is in general an unbounded operator. Moreover, if $V$ is not densely defined then $S_{22}=V^{*} V$ is a nonnegative relation (i.e., a multivalued operator), and still (0.3) provides a smallest solution in the sense of relations, cf. [11], [16]. Furthermore, in the sense of relations, the completion problem (0.1) has always the following nonnegative solution:

$$
\binom{S_{11}^{1 / 2}}{O^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & O \tag{0.4}
\end{array}\right)
$$

where $O$ is the trivial linear relation from $\mathfrak{H}_{2}$ to $\overline{\text { ran }} S_{11}$ and its adjoint $O^{*}$ is given by $O^{*}=\overline{\operatorname{ran}} S_{11} \times \mathfrak{H}_{2}$. In fact, in the sense of relations, (0.4) is the largest solution of (0.1). All the other solutions of (0.1) are between these extreme solutions. In particular, if $R$ is an arbitrary restriction of the closed operator $V$ in (0.2), then

$$
\binom{S_{11}^{1 / 2}}{R^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & R^{* *} \tag{0.5}
\end{array}\right)
$$

is between (0.3) and (0.4), and hence a solution to the completion problem (0.1). For a proper interpretation of solutions to (0.1), introduce the operator $S$ by

$$
\begin{equation*}
S=\binom{S_{11}}{S_{21}}: \mathfrak{H}_{1} \rightarrow\binom{\mathfrak{H}_{1}}{\mathfrak{H}_{2}} \tag{0.6}
\end{equation*}
$$

Clearly, $S$ is a nonnegative bounded operator from $\mathfrak{H}_{1}$ to $\mathfrak{H}$. The completion problem ( 0.1 ) can now be interpreted as an extension problem for $S$ : the nonnegative solutions to (0.3) correspond to the nonnegative selfadjoint relation extensions of $S$. The factorizations of the extreme solutions of (0.1), i.e., of the extreme extensions of $S$ in (0.6), persist in the general extension theory of nonnegative relations. It is the purpose of this paper to develop this approach of factorizations for the general case of the extension theory of nonnegative operators and relations and to study the consequences.

Let $S$ be any nonnegative linear relation in a Hilbert space $\mathfrak{H}$. Then there are two nonnegative selfadjoint extensions of $S$ in $\mathfrak{H}$, namely the Kreĭn-von Neumann
extension $S_{\mathrm{N}}$ and the Friedrichs extension $S_{\mathrm{F}}$, which are extreme in the sense that all other nonnegative selfadjoint extensions of $S$ lie between them: if $H$ is a nonnegative selfadjoint extension of $S$, then

$$
\begin{equation*}
S_{\mathrm{N}} \leqslant H \leqslant S_{\mathrm{F}}, \tag{0.7}
\end{equation*}
$$

where the inequalities are in the sense of the corresponding resolvent operators:

$$
\begin{equation*}
\left(S_{\mathrm{F}}+a\right)^{-1} \leqslant(H+a)^{-1} \leqslant\left(S_{\mathrm{N}}+a\right)^{-1}, \quad a>0 \tag{0.8}
\end{equation*}
$$

or, equivalently, in the sense of the corresponding closed nonnegative sesquilinear forms:

$$
\begin{equation*}
\mathfrak{t}_{S_{\mathrm{N}}} \leqslant \mathfrak{t}_{H} \leqslant \mathfrak{t}_{S_{\mathrm{F}}} . \tag{0.9}
\end{equation*}
$$

When $S$ is the nonnegative operator in (0.6) associated with the completion problem (0.1), then the Kreĭn-von Neumann extension $S_{N}$ is given by (0.3) and the Friedrichs extension $S_{\mathrm{F}}$ is given by (0.4). The general theory of nonnegative selfadjoint extensions of densely defined nonnegative operators is due to M.G. Kreĭn [23], cf. also [36], [37], [38]. T. Ando and K. Nishio [1] have considered operator extensions in the case when $S$ is a not necessarily densely defined operator. The general case involving relations goes back to [9], see also [17] for the interpretation of (0.9) in this case. For a review of Kreĭn's work (in the context of relations), see [16]. It will be shown in the present paper that the Kreĭn-von Neumann extension $S_{\mathrm{N}}$ in (0.7) has a factorization $S_{\mathrm{N}}=J^{* *} J^{*}$, where $J$ is a linear relation from an auxiliary space $\mathfrak{H}_{S}$ to $\mathfrak{H}$, and that the Friedrichs extension in (0.7) has a similar factorization. Such factorizations go back to J. Stochel, Z. Sebestyén, and coworkers (see [26], [27], [30], [31], [32]) for the case that $S$ is a densely defined operator or under a condition which guarantees that the Kreĭn-von Neumann extension $S_{\mathrm{N}}$ is an operator. The factorizations of $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ in the general case provide a novel approach to notions such as disjointness, transversality, and equality of $S_{\mathrm{N}}$ and $S_{F}$; and to the notion of positive closability of $S\left(S_{\mathrm{N}}\right.$ being an operator). A nonnegative selfadjoint extension $H$ of $S$ is called extremal when

$$
\begin{equation*}
\inf \left\{\left(f^{\prime}-h^{\prime}, f-h\right):\left\{h, h^{\prime}\right\} \in S\right\}=0 \quad \text { for all }\left\{f, f^{\prime}\right\} \in H \tag{0.10}
\end{equation*}
$$

This definition goes back at least to Y.M. Arlinskiĭ and E.R. Tsekanovskiĭ [5]. In the densely defined case the factorization of the extremal extensions was studied in [4]. In the present paper the extremal extensions are characterized by factorizations in the general case. In particular, the extremal extensions of $S$ in (0.6) are precisely the solutions of (0.1) given by (0.5). For another recent application of these factorizations, see [18].

The contents of this paper are now briefly listed. Section 1 contains some useful observations concerning linear relations and their adjoints in Cartesian products of Hilbert spaces and the product of a relation and a unitary operator. Moreover, Section 1 contains a simple treatment of the disjointness and transversality of two selfadjoint extensions of a symmetric relation. In Section 2 some
results concerning the Kreĭn-von Neumann and the Friedrichs extensions are recalled. Furthermore this section provides a simple treatment of the disjointness and transversality for nonnegative selfadjoint extensions of a nonnegative relation. The generalization of the construction of the Kreĭn-von Neumann extension and the Friedrichs extensions in the sense of Sebestyén and Stochel can be found in Section 3. Disjointness, transversality and equality of the Kreĭn-von Neumann and Friedrichs extensions from the point of view of factorizations are discussed in Section 4. Also the question whether the Kreĭn-von Neumann extension is a (bounded) operator is discussed in this section. The treatment of extremal extensions and their factorizations can be found in Section 5. Finally the case of a nonnegative bounded operator and its extremal extensions is treated in Section 6. This provides the link with the completion problem discussed above.

## 1. PRELIMINARIES

This section contains some useful elementary observations concerning the adjoint of a linear relation. The following notations will be used. For the Hilbert spaces $\mathfrak{H}$ and $\mathfrak{K}$ the notation $[\mathfrak{H}, \mathfrak{K}]$ stands for the bounded linear operators from $\mathfrak{H}$ to $\mathfrak{K}$; moreover $[\mathfrak{H}]=[\mathfrak{H}, \mathfrak{H}]$. Furthermore $\mathfrak{H} \oplus \mathfrak{K}$ stands for the orthogonal sum of $\mathfrak{H}$ and $\mathfrak{K}$, i.e., the Cartesian product $\mathfrak{H} \times \mathfrak{K}$ provided with the usual inner product. The usual notations for linear relations are assumed throughout this paper, cf. [17].
1.1. DOMAIN DESCRIPTIONS. For the convenience of the reader the following general domain and range descriptions are recalled.

Lemma 1.1. Let $T$ be a linear relation from a Hilbert space $\mathfrak{H}$ to a Hilbert space $\mathfrak{K}$. Then:
(i) $g \in \operatorname{dom} T^{*}$ if and only if $g \in \mathfrak{K}$ and there exists a nonnegative number $\gamma_{g}$ such that

$$
\begin{equation*}
\left|\left(h^{\prime}, g\right)_{\mathfrak{K}}\right| \leqslant \gamma_{g}\|h\|_{\mathfrak{H}} \quad \text { for all }\left\{h, h^{\prime}\right\} \in T . \tag{1.1}
\end{equation*}
$$

In this case the smallest $\gamma_{g}$ satisfying (1.1) is $\gamma_{g}=\left\|g^{\prime}\right\|_{\mathfrak{H}}$ with $\left\{g, g^{\prime}\right\} \in T^{*}$ and $g^{\prime} \in \overline{\operatorname{dom}} T$.
(ii) $g^{\prime} \in \operatorname{ran} T^{*}$ if and only if $g^{\prime} \in \mathfrak{K}$ and there exists a nonnegative number $\gamma_{g^{\prime}}$ such that

$$
\begin{equation*}
\left|\left(h, g^{\prime}\right)_{\mathfrak{H}}\right| \leqslant \gamma_{g^{\prime}}\left\|h^{\prime}\right\|_{\mathfrak{K}} \quad \text { for all }\left\{h, h^{\prime}\right\} \in T . \tag{1.2}
\end{equation*}
$$

In this case the smallest $\gamma_{g^{\prime}}$ satisfying (1.2) is $\gamma_{g^{\prime}}=\|g\|_{\mathfrak{K}}$ with $\left\{g, g^{\prime}\right\} \in T^{*}$ and $g \in \overline{\operatorname{ran}} T$.

The results in this lemma can be found in [14]; clearly the statements (i) and (ii) are dual (by interchanging domain and range). In the setting of densely defined operators such results go back at least to Y.L. Shmul'yan [34].
1.2. Adjoint operations. The operations to be considered concern linear relations of a special form (containing a bounded operator component). Let $\mathfrak{H}_{1}, \mathfrak{H}_{2}$, $\mathfrak{K}_{1}$, and $\mathfrak{K}_{2}$ be Hilbert spaces, and let $\mathfrak{X}$ and $\mathfrak{Y}$ be closed linear subspaces of $\mathfrak{H}_{2}$. Let $A \in\left[\mathfrak{H}_{1}, \mathfrak{K}_{1}\right], B \in\left[\mathfrak{K}_{1}, \mathfrak{H}_{1}\right]$, and let $C$ and $D$ be linear relations from $\mathfrak{H}_{1}$ to $\mathfrak{K}_{2}$ and from $\mathfrak{K}_{2}$ to $\mathfrak{H}_{1}$, respectively. Define the linear relation $\mathcal{A}$ from $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ to $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ by

$$
\begin{equation*}
\mathcal{A}=\left\{\left\{\binom{f}{\eta},\binom{A f}{f^{\prime}}\right\}: f \in \mathfrak{H}_{1}, \eta \in \mathfrak{X},\left\{f, f^{\prime}\right\} \in C\right\} \tag{1.3}
\end{equation*}
$$

and define the linear relation $\mathcal{B}$ from $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ to $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ by

$$
\begin{equation*}
\mathcal{B}=\left\{\left\{\binom{h}{\varphi},\binom{B h+\varphi^{\prime}}{\psi}\right\}: h \in \mathfrak{K}_{1}, \psi \in \mathfrak{Y},\left\{\varphi, \varphi^{\prime}\right\} \in D\right\} . \tag{1.4}
\end{equation*}
$$

Lemma 1.2. Let the linear relations $\mathcal{A}$ and $\mathcal{B}$ be given by (1.3) and (1.4). Then the adjoint $\mathcal{A}^{*}$ is the linear relation from $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ to $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ given by

$$
\begin{equation*}
\mathcal{A}^{*}=\left\{\left\{\binom{h}{\varphi},\binom{A^{*} h+\varphi^{\prime}}{\psi}\right\}: h \in \mathfrak{K}_{1}, \psi \in \mathfrak{H}_{2} \ominus \mathfrak{X},\left\{\varphi, \varphi^{\prime}\right\} \in C^{*}\right\} \tag{1.5}
\end{equation*}
$$

and the double adjoint $\mathcal{A}^{* *}$ is the relation from $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ to $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ given by

$$
\begin{equation*}
\mathcal{A}^{* *}=\left\{\left\{\binom{f}{\eta},\binom{A f}{f^{\prime}}\right\}: f \in \mathfrak{H}, \eta \in \mathfrak{X},\left\{f, f^{\prime}\right\} \in C^{* *}\right\} \tag{1.6}
\end{equation*}
$$

Furthermore, the adjoint $\mathcal{B}^{*}$ is the relation from $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ to $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ given by

$$
\begin{equation*}
\mathcal{B}^{*}=\left\{\left\{\binom{f}{\eta},\binom{B^{*} f}{f^{\prime}}\right\}: f \in \mathfrak{H}_{1}, \eta \in \mathfrak{H}_{2} \ominus \mathfrak{Y},\left\{f, f^{\prime}\right\} \in D^{*}\right\} \tag{1.7}
\end{equation*}
$$

and the double adjoint $\mathcal{B}^{* *}$ is the relation from $\mathfrak{K}_{1} \oplus \mathfrak{K}_{2}$ to $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ given by

$$
\begin{equation*}
\mathcal{B}^{* *}=\left\{\left\{\binom{h}{\varphi},\binom{B h+\varphi^{\prime}}{\psi}\right\}: h \in \mathfrak{K}_{1}, \psi \in \mathfrak{Y},\left\{\varphi, \varphi^{\prime}\right\} \in D^{* *}\right\} . \tag{1.8}
\end{equation*}
$$

As to the proof of Lemma 1.2: one only needs to apply the definition of the adjoint of a linear relation to obtain (1.5) and (1.7). Clearly

$$
\operatorname{mul} \mathcal{A}^{*}=\operatorname{mul} C^{*} \oplus\left(\mathfrak{H}_{2} \ominus \mathfrak{X}\right), \quad \operatorname{mul} \mathcal{B}^{*}=\{0\} \oplus \operatorname{mul} D^{*}
$$

Observe that the closures of the relations in (1.5) and (1.7) are given by (1.6) and (1.8), respectively. In particular,

$$
\begin{equation*}
\operatorname{mul} \mathcal{A}^{* *}=\{0\} \oplus \operatorname{mul} C^{* *}, \quad \operatorname{mul} \mathcal{B}^{* *}=\operatorname{mul} D^{* *} \oplus \mathfrak{Y}, \tag{1.9}
\end{equation*}
$$

so that the linear relation $\mathcal{A}$ is closable if and only if the linear relation $C$ is closable, and the linear relation $\mathcal{B}$ is closable if and only if the linear relation $D$ is closable and $\mathfrak{Y}=\{0\}$.
1.3. Adjoints of products. Let $T$ be a relation from $\mathfrak{H}$ to $\mathfrak{R}$ and let $S$ be a relation from $\mathfrak{D}$ to $\mathfrak{H}$. Then $T S$ is a relation from $\mathfrak{D}$ to $\mathfrak{R}$ and

$$
\begin{equation*}
(T S)^{*} \supset S^{*} T^{*} \tag{1.10}
\end{equation*}
$$

It is possible to give rather general statements concerning the equality. However, for the purposes of the present paper only the following situation will be considered. Let $A$ be a linear relation from the Hilbert space $\mathfrak{H}$ to the Hilbert space $\mathfrak{K}$. Let $U$ be a unitary operator from the Hilbert space $\mathfrak{D}$ onto $\mathfrak{H}$, and let $V$ be a unitary operator from $\mathfrak{K}$ onto a Hilbert space $\mathfrak{R}$. Define the relation $T$ from $\mathfrak{H}$ to $\mathfrak{R}$ and the relation $S$ from $\mathfrak{D}$ to $\mathfrak{H}$, by

$$
\begin{equation*}
T=V A, \quad S=A U \tag{1.11}
\end{equation*}
$$

LEmMA 1.3. The adjoints of $T$ and $S$ in (1.11) are given by

$$
\begin{equation*}
T^{*}=A^{*} V^{*}, \quad S^{*}=U^{*} A^{*} \tag{1.12}
\end{equation*}
$$

and the double adjoints of $T$ and $S$ are given by

$$
\begin{equation*}
T^{* *}=V A^{* *}, \quad S^{* *}=A^{* *} U \tag{1.13}
\end{equation*}
$$

Proof. The inclusion $A^{*} V^{*} \subset T^{*}$ is clear. To show the reverse inclusion, let $\left\{f, f^{\prime}\right\} \in T^{*}$. Then $\left(f^{\prime}, h\right)=\left(f, h^{\prime}\right)$ for all $\left\{h, h^{\prime}\right\} \in T=V A$, or, in other words,

$$
\left(f^{\prime}, h\right)=(f, V \psi) \quad \text { for all }\{h, \psi\} \in A
$$

For $f \in \operatorname{dom} T^{*} \subset \mathfrak{R}$ there is a unique $f_{0} \in \mathfrak{K}$ such that $f=V f_{0}$. Hence

$$
\left(f^{\prime}, h\right)=\left(f_{0}, \psi\right) \quad \text { for all }\{h, \psi\} \in A,
$$

which shows that $\left\{f_{0}, f^{\prime}\right\} \in A^{*}$, while $\left\{f, f_{0}\right\} \in V^{-1} \subset V^{*}$. This implies that $\left\{f, f^{\prime}\right\} \in A^{*} V^{*}$. Therefore the first identity in (1.12) holds.

The second identity in (1.12) is obtained from the first identity by applying it to the inverse of $S$.

The identities (1.13) are special cases of (1.12).
In the context of relations the general inclusion result in (1.10) goes back to R. Arens [2]. Results as in Lemma 1.3 exist in various degrees of generality, cf. [19].
1.4. DISJointness and transversality. Let $T$ be a linear relation in a Hilbert space $\mathfrak{H}$. For $\lambda \in \mathbb{C}$ the "eigenspace" $\widehat{\mathfrak{N}}_{\lambda}(T)$ associated to $T$ is defined by

$$
\widehat{\mathfrak{N}}_{\lambda}(T)=\left\{\left\{f, f^{\prime}\right\} \in T: f^{\prime}=\lambda f\right\} .
$$

If, in particular, $T$ is closed, then also the eigenspace $\widehat{\mathfrak{N}}_{\lambda}(T)$ is closed for every $\lambda \in \mathbb{C}$. The following lemma can be seen as a motivation for this notion.

Lemma 1.4. Let $T$ be a linear relation in $\mathfrak{H}$, let $H$ be a restriction of $T$ with a nonempty resolvent set, and assume that $\lambda \in \rho(H)$. Then $H$ is closed and

$$
\begin{equation*}
T=H \widehat{+} \widehat{\mathfrak{N}}_{\lambda}(T) \tag{1.14}
\end{equation*}
$$

where $\hat{+}$ stands for the componentwise sum in $\mathfrak{H} \times \mathfrak{H}$.
Proof. Closedness of $H$ is guaranteed by the assumption $\rho(H) \neq \varnothing$, since $(H-\lambda)^{-1}$ as a bounded everywhere defined operator is automatically closed. Moreover, the inclusion $H \widehat{+} \widehat{\mathfrak{N}}_{\lambda}(T) \subset T$ is clear. It remains to prove the reverse inclusion. Assume that $\left\{f, f^{\prime}\right\} \in T$. Then $\left\{f, f^{\prime}-\lambda f\right\} \in T-\lambda$, and, since $\lambda \in$ $\rho(H)$, there exists an element $h \in \mathfrak{H}$ such that $\left\{h, f^{\prime}-\lambda f\right\} \in H-\lambda \subset T-\lambda$. This implies $\left\{h, f^{\prime}-\lambda(f-h)\right\} \in H$ and $\{f-h, 0\} \in T-\lambda$, so that

$$
\left\{f, f^{\prime}\right\}=\left\{h, f^{\prime}-\lambda(f-h)\right\} \widehat{+}\{f-h, \lambda(f-h)\} \in H \widehat{+} \widehat{\mathfrak{N}}_{\lambda}(T)
$$

and (1.14) is proved.
Let $A, B, S$, and $T$ be linear relations in a Hilbert space $\mathfrak{H}$ such that

$$
\begin{equation*}
S \subset A \subset T, \quad S \subset B \subset T \tag{1.15}
\end{equation*}
$$

Then clearly $S \subset A \cap B$ and $A \widehat{+} B \subset T$. The next lemma gives simple criteria to check whether these inclusions are actually equalities.

Lemma 1.5. Let the linear relations $A, B, S$, and $T$ in $\mathfrak{H}$ satisfy the inclusions (1.15) and, moreover, assume that $\rho(A) \cap \rho(B) \neq \varnothing$. Then:
(i) $S=A \cap B$ if and only if for some (equivalently for every) $\lambda \in \rho(A) \cap \rho(B)$,

$$
\begin{equation*}
\operatorname{ran}(S-\lambda)=\operatorname{ker}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right) \tag{1.16}
\end{equation*}
$$

(ii) $T=A \widehat{+} B$ if and only if for some (equivalently for every) $\lambda \in \rho(A) \cap \rho(B)$,

$$
\begin{equation*}
\operatorname{ker}(T-\lambda)=\operatorname{ran}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right) \tag{1.17}
\end{equation*}
$$

Proof. (i) It suffices to show that $A \cap B \subset S$ if and only if with $\lambda \in \rho(A) \cap$ $\rho(B)$

$$
\begin{equation*}
\operatorname{ker}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right) \subset \operatorname{ran}(S-\lambda) \tag{1.18}
\end{equation*}
$$

Assume that (1.18) holds for some $\lambda \in \rho(A) \cap \rho(B)$. If $\left\{h, h^{\prime}\right\} \in A \cap B$, then $(A-\lambda)^{-1}\left(h^{\prime}-\lambda h\right)=h$ and $(B-\lambda)^{-1}\left(h^{\prime}-\lambda h\right)=h$, so that by $(1.18) h^{\prime}-\lambda h \in$ $\operatorname{ran}(S-\lambda)$, i.e., $\left\{h, h^{\prime}\right\} \in S$. Hence $A \cap B \subset S$.

Now assume that $A \cap B \subset S$. Let $\varphi \in \operatorname{ker}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right)$. Then with $\psi=(A-\lambda)^{-1} \varphi=(B-\lambda)^{-1} \varphi$ it follows that $\{\psi, \varphi+\lambda \psi\} \in A \cap B \subset S$. Consequently, $\varphi \in \operatorname{ran}(S-\lambda)$ and therefore (1.18) holds for every $\lambda \in \rho(A) \cap$ $\rho(B)$.
(ii) It suffices to show that $T \subset A \widehat{+} B$ if and only if with $\lambda \in \rho(A) \cap \rho(B)$

$$
\begin{equation*}
\operatorname{ker}(T-\lambda) \subset \operatorname{ran}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right) \tag{1.19}
\end{equation*}
$$

Assume that (1.19) holds for some $\lambda \in \rho(A) \cap \rho(B)$. Then for each $f \in$ $\operatorname{ker}(T-\lambda)$ there is $h \in \mathfrak{H}$ such that $f=\beta-\alpha$ with $\alpha=(A-\lambda)^{-1} h$ and $\beta=(B-$ $\lambda)^{-1} h$. Then $\{\alpha, h+\lambda \alpha\} \in A,\{\beta, h+\lambda \beta\} \in B$, and $\{f, \lambda f\}=\{\beta-\alpha, \lambda(\beta-\alpha)\} \in$ $A \widehat{+} B$. Therefore, $\widehat{\mathfrak{N}}_{\lambda}(T) \subset A \widehat{+} B$. Now (1.14) with $H=A$ or $H=B$ implies that $T \subset A \widehat{+} B$.

Conversely, assume that $T \subset A \widehat{+} B$. Let $f \in \operatorname{ker}(T-\lambda)$, then $\{f, \lambda f\} \in T$. Hence there exist $\left\{\alpha, \alpha^{\prime}\right\} \in A$ and $\left\{\beta, \beta^{\prime}\right\} \in B$ such that

$$
\{f, \lambda f\}=\left\{\beta, \beta^{\prime}\right\}-\left\{\alpha, \alpha^{\prime}\right\}
$$

which implies that

$$
\beta^{\prime}-\alpha^{\prime}=\lambda(\beta-\alpha) \quad \text { or, equivalently, } \quad \beta^{\prime}-\lambda \beta=\alpha^{\prime}-\lambda \alpha
$$

It follows from $\left\{\alpha^{\prime}-\lambda \alpha, \alpha\right\} \in(A-\lambda)^{-1}$ and $\left\{\beta^{\prime}-\lambda \beta, \beta\right\} \in(B-\lambda)^{-1}$, that $f=\beta-\alpha=\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right) h$ with $h=\beta^{\prime}-\lambda \beta=\alpha^{\prime}-\lambda \alpha$. Therefore, $f \in$ $\operatorname{ran}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right)$ and thus (1.19) holds for every $\lambda \in \rho(A) \cap \rho(B)$.

The closed extensions $A$ and $B$ of $S$ are said to be disjoint (with respect to $S$ ) if

$$
S=A \cap B
$$

or equivalently, if $S$ is closed and

$$
S^{*}=\operatorname{clos}\left(A^{*} \widehat{+} B^{*}\right)
$$

Furthermore, if $A$ and $B$ are intermediate extensions of $S$, i.e. $S \subset A \subset S^{*}$ and $S \subset B \subset S^{*}$, then $A$ and $B$ are said to be transversal (with respect to $S$ ) if

$$
S=A \cap B \quad \text { and } \quad S^{*}=A \widehat{+} B
$$

cf. [11]. It is clear that disjointness and transversality of $A$ and $B$ can be characterized by the conditions (1.16) and (1.17) in Lemma 1.5. For this purpose the following corollary is often sufficient.

Corollary 1.6. Let $S$ be a symmetric relation in a Hilbert space $\mathfrak{H}$ and let $A$ and $B$ be selfadjoint extensions of $S$. Then:
(i) A and B are disjoint if and only if for some (equivalently for every) $\lambda \in \rho(A) \cap$ $\rho(B)$,

$$
\operatorname{ran}(S-\lambda)=\operatorname{ker}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right)
$$

(ii) $A$ and $B$ are transversal if and only if for some (equivalently for every) $\lambda \in \rho(A) \cap$ $\rho(B)$,

$$
\operatorname{ker}\left(S^{*}-\lambda\right)=\operatorname{ran}\left((B-\lambda)^{-1}-(A-\lambda)^{-1}\right)
$$

Observe that if $S$ is a symmetric relation in $\mathfrak{H}$, then $H:=S \widehat{+} \widehat{\mathfrak{N}}_{\lambda}\left(S^{*}\right)$ is a restriction of $S^{*}$ and, moreover, if $S$ is closed,

$$
\bar{\lambda} \in \rho(H), \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

Therefore, Lemma 1.4 shows that

$$
S^{*}=S \widehat{+} \widehat{\mathfrak{N}}_{\lambda}\left(S^{*}\right) \widehat{+} \widehat{\mathfrak{N}}_{\bar{\lambda}}\left(S^{*}\right), \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

which is von Neumann's decomposition for the adjoint of a closed symmetric relation.

Originally, equivalent descriptions for disjointness and transversality have been established by means of boundary triplets using parameters in Kreĭn's formula, cf. [25] and [11]; for the case of sectorial linear relations, see also [3]. Disjointness and transversality play a role in the construction of boundary triplets, and more generally, of boundary relations, cf. [10].

## 2. THE KREĬN-VON NEUMANN AND THE FRIEDRICHS EXTENSIONS

This section contains general information concerning nonnegative selfadjoint extensions of a nonnegative relation $S$. In particular, the Kreĭn-von Neumann and the Friedrichs extensions are introduced. Furthermore there is a simple treatment of the transversality of any nonnegative selfadjoint extension of $S$ and its Friedrichs extension.

### 2.1. Some general remarks concerning the Kreĭn-von Neumann and

 the Friedrichs extensions. A linear relation $S$ in a Hilbert space $\mathfrak{H}$ is said to be semibounded from below if there exists a number $a \in \mathbb{R}$ such that $\left(f^{\prime}, f\right) \geqslant$ $a(f, f)$ for all $\left\{f, f^{\prime}\right\} \in S$. Note that in this case the relation $S$ is automatically symmetric and it has equal defect numbers. The largest number $a \in \mathbb{R}$ which serves this purpose is called the lower bound $m(S)$ of $S$. It is given by $m(S)=0$ when $S$ is purely multivalued and by$$
m(S)=\inf \left\{\left(f^{\prime}, f\right):\left\{f, f^{\prime}\right\} \in S,\|f\|=1\right\}
$$

otherwise. Clearly, the lower bound of $\operatorname{clos} S$ is equal to the lower bound of $S$. When the lower bound is nonnegative the relation $S$ is called nonnegative: $\left(f^{\prime}, f\right) \geqslant 0,\left\{f, f^{\prime}\right\} \in S$. The fact that

$$
\left(\lambda f^{\prime}+\mu g^{\prime}, \lambda f+\mu g\right) \geqslant 0, \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in S, \quad \lambda, \mu \in \mathbb{C}
$$

leads to the Cauchy inequality for nonnegative relations:

$$
\begin{equation*}
\left|\left(f^{\prime}, g\right)\right|^{2} \leqslant\left(f^{\prime}, f\right)\left(g^{\prime}, g\right), \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in S \tag{2.1}
\end{equation*}
$$

Let $S$ be a nonnegative linear relation and define on $\operatorname{dom} t=\operatorname{dom} S$

$$
\begin{equation*}
\mathfrak{t}[f, g]=\left(f^{\prime}, g\right), \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in S \tag{2.2}
\end{equation*}
$$

Then (2.2) gives rise to a nonnegative form since

$$
\left(f^{\prime}, g\right)=\left(f, g^{\prime}\right)=\left(f^{\prime \prime}, g\right) \geqslant 0, \quad\left\{f, f^{\prime}\right\},\left\{f, f^{\prime \prime}\right\},\left\{g, g^{\prime}\right\} \in S
$$

In fact, the form $\mathfrak{t}$ in (2.2) is closable, cf. [22]. The closure $\overline{\mathfrak{t}}$ of the form $\mathfrak{t}$ in (2.2) is nonnegative and induces a nonnegative selfadjoint relation $S_{F}$ which is the orthogonal sum of the selfadjoint operator induced by the form $\overline{\mathfrak{t}}$ in $\overline{\operatorname{dom}} S$ (cf. [22]) and the multivalued part $\{0\} \times$ mul $S^{*}$ (cf. [11], [17]). The nonnegative selfadjoint relation $S_{\mathrm{F}}$ is an extension of $S$ and has the same lower bound as $S$, cf. [8]. By construction mul $S_{\mathrm{F}}=$ mul $S^{*}$, so that the Friedrichs extension is an operator if and only if $S$ is densely defined (and necessarily an operator). For a nonnegative
relation $S$ introduce the space dom $[S]$ as the set of all $f \in \mathfrak{H}$ for which there exists a sequence $\left(\left\{f_{n}, f_{n}^{\prime}\right\}\right) \subset S$ such that

$$
f_{n} \rightarrow f, \quad\left(f_{n}^{\prime}-f_{m}^{\prime}, f_{n}-f_{m}\right) \rightarrow 0 \quad m, n \rightarrow \infty .
$$

It can be shown that $\operatorname{dom}[S]=\operatorname{dom}\left[S_{\mathrm{F}}\right]=\operatorname{dom} S_{\mathrm{F}}^{1 / 2}$, and that

$$
\begin{equation*}
S_{\mathrm{F}}=\left\{\left\{f, f^{\prime}\right\} \in S^{*}: f \in \operatorname{dom}[S]\right\} . \tag{2.3}
\end{equation*}
$$

Moreover, the Friedrichs extension is the only selfadjoint extension of $S$ whose domain is contained in dom $[S]$.

If the relation $S$ is nonnegative (selfadjoint), then likewise the formal inverse $S^{-1}$ of $S$ is nonnegative (selfadjoint). Hence the selfadjoint relation

$$
\begin{equation*}
S_{\mathrm{N}}=\left(\left(S^{-1}\right)_{F}\right)^{-1} \tag{2.4}
\end{equation*}
$$

is also a nonnegative selfadjoint extension of $S$; in fact it is the Kreı̆n-von Neumann extension of $S$, cf. [23], [1], [9]. In particular, $S_{N}$ is the only selfadjoint extension of $S$ whose range is contained in $\operatorname{ran}[S]:=\operatorname{dom}\left[S^{-1}\right]$ and the following description holds

$$
S_{\mathrm{N}}=\left\{\left\{f, f^{\prime}\right\} \in S^{*}: f^{\prime} \in \operatorname{ran}[S]\right\}
$$

Notice also that ker $S_{\mathrm{N}}=\operatorname{ker} S^{*}$, and that $f^{\prime} \in \operatorname{ran}[S]$ if and only if there exists a sequence $\left(\left\{f_{n}, f_{n}^{\prime}\right\}\right) \subset S$, such that

$$
f_{n}^{\prime} \rightarrow f^{\prime}, \quad\left(f_{n}^{\prime}-f_{m}^{\prime}, f_{n}-f_{m}\right) \rightarrow 0, \quad m, n \rightarrow \infty .
$$

The Kreŭn-von Neumann and the Friedrichs extensions are extreme nonnegative selfadjoint extensions of $S$ : if $H$ is any nonnegative selfadjoint extension of $S$, then (0.7) holds, where the inequalities are in the sense of resolvents (see (0.8)) or, equivalently, in the sense of the corresponding forms (see (0.9)), cf. [17]. The following proposition is just a reformulation of the definition of the form domain dom $[S]$ and of the form range ran $[S]$, respectively, used in the construction of $S_{\mathrm{F}}$ and $S_{N}$.

Proposition 2.1. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $\left\{f, f^{\prime}\right\} \in S^{*}$. Then:
(i) $\left\{f, f^{\prime}\right\} \in S_{\mathrm{F}}$ if and only if

$$
\inf \left\{\|f-h\|^{2}+\left(f^{\prime}-h^{\prime}, f-h\right):\left\{h, h^{\prime}\right\} \in S\right\}=0 ;
$$

(ii) $\left\{f, f^{\prime}\right\} \in S_{\mathrm{N}}$ if and only if

$$
\inf \left\{\left\|f^{\prime}-h^{\prime}\right\|^{2}+\left(f^{\prime}-h^{\prime}, f-h\right):\left\{h, h^{\prime}\right\} \in S\right\}=0 .
$$

Sometimes the Kreĭn-von Neumann and the Friedrichs extensions can be given explicitly. If $S$ is a nonnegative relation, then

$$
\begin{equation*}
S_{\mathrm{N}}=S \widehat{+}\left(\operatorname{ker} S^{*} \times\{0\}\right), \tag{2.5}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\operatorname{ran} S=\overline{\operatorname{ran}} S \cap \operatorname{ran} S^{*} \tag{2.6}
\end{equation*}
$$

and likewise, in view of (2.4),

$$
\begin{equation*}
S_{\mathrm{F}}=S \widehat{+}\left(\{0\} \times \operatorname{mul} S^{*}\right), \tag{2.7}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\operatorname{dom} S=\overline{\operatorname{dom}} S \cap \operatorname{dom} S^{*} \tag{2.8}
\end{equation*}
$$

see [9], [21]. Observe that (2.6) is satisfied when ran $S$ is closed, in which case (2.5) is valid. In particular, if $S$ is closed and $m(S)>0$, or if $S^{-1}$ is a closed bounded operator, then (2.5) holds. Hence, if $S$ is closed, then either $m\left(S_{\mathrm{N}}\right)=0$ or $S$ is selfadjoint, in which case $S_{\mathrm{N}}=S=S_{\mathrm{F}}$, cf. [9].

A review of the above facts can be found in [16]; some further facts concerning inequalities between nonnegative selfadjoint relations and the corresponding forms can be found in [17], see also [6].
2.2. Disjointness and transversality. A concise treatment is given for the disjointness and the transversality of some nonnegative selfadjoint extension and the Friedrichs extension. The following observation is very useful.

Lemma 2.2. Let $A$ and $B$ be nonnegative selfadjoint relations in a Hilbert space $\mathfrak{H}$ and let $a>0$. If $A \leqslant B$, then

$$
\begin{equation*}
\operatorname{dom} A^{1 / 2}=\operatorname{ran}\left((A+a)^{-1}-(B+a)^{-1}\right)^{1 / 2}+\operatorname{dom} B^{1 / 2} \tag{2.9}
\end{equation*}
$$

Proof. Since $a>0$ it follows that $-a$ is in the resolvent sets of $A$ and $B$. Hence $R(a)=(A+a)^{-1}-(B+a)^{-1} \in[\mathfrak{H}]$. It follows from the inequality $A \leqslant B$ that $R(a)$ is nonnegative, cf. [9], [17]. Furthermore,

$$
(A+a)^{-1}=R(a)+(B+a)^{-1}=\left(\begin{array}{ll}
R(a)^{1 / 2} \quad(B+a)^{-1 / 2}
\end{array}\right)\binom{R(a)^{1 / 2}}{(B+a)^{-1 / 2}}
$$

which leads to

$$
\operatorname{ran}(A+a)^{-1 / 2}=\operatorname{ran} R(a)^{1 / 2}+\operatorname{ran}(B+a)^{-1 / 2}
$$

cf. [12]. The last result coincides with the decomposition (2.9).
Recall that if $R$ is a nonnegative bounded linear operator in a Hilbert space $\mathfrak{H}$, then $\overline{\operatorname{ran}} R=\overline{\operatorname{ran}} R^{1 / 2}$, and ran $R$ is closed if and only if $\operatorname{ran} R^{1 / 2}$ is closed.

Proposition 2.3. Let $S$ be a nonnegative linear relation and let $H$ be a nonnegative selfadjoint extension of $S$. Then, for every $a>0$,

$$
\begin{equation*}
\operatorname{ran}\left((H+a)^{-1}-\left(S_{\mathrm{F}}+a\right)^{-1}\right)^{1 / 2}=\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2} \tag{2.10}
\end{equation*}
$$

and, furthermore,
(2.11) $\quad \operatorname{dom} H^{1 / 2}=\left(\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2}\right)+\operatorname{dom} S_{\mathrm{F}}^{1 / 2}, \quad \operatorname{direct}$ sum.

Proof. Recall that $H \leqslant S_{\mathrm{F}}$ via Kreŭn's inequalities. Hence, Lemma 2.2 may be applied with $A=H$ and $B=S_{\mathrm{F}}$. Define $R(a)=(H+a)^{-1}-\left(S_{\mathrm{F}}+a\right)^{-1}$, so that clearly $\operatorname{ran} R(a) \subset \operatorname{ker}\left(S^{*}+a\right)$. It suffices to show that

$$
\operatorname{ran} R(a)^{1 / 2}=\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2}
$$

Clearly, it follows from (2.9) that $\operatorname{ran} R(a)^{1 / 2} \subset \operatorname{dom} H^{1 / 2}$, since $\operatorname{dom} S_{\mathrm{F}}^{1 / 2} \subset$ dom $H^{1 / 2}$, cf. [17]. Since $\operatorname{ran} R(a) \subset \operatorname{ker}\left(S^{*}+a\right)$, it follows that $\operatorname{ran} R(a)^{1 / 2} \subset$ $\operatorname{ker}\left(S^{*}+a\right)$. Hence, the lefthand side is contained in the righthand side. Next the reverse inclusion will be shown. Let $f \in \operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2}$, then $f \in \operatorname{dom} H^{1 / 2}$ implies that

$$
f=h+k, \quad h \in \operatorname{dom} S_{\mathrm{F}}^{1 / 2}, \quad k \in \operatorname{ran} R(a)^{1 / 2}
$$

cf. (2.9). Since $k \in \operatorname{ker}\left(S^{*}+a\right)$, it follows that $h \in \operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} S_{\mathrm{F}}^{1 / 2}$. Hence $h \in \operatorname{ker}\left(S_{\mathrm{F}}+a\right)$ by (2.3), so that $h=0$. Therefore $f \in \operatorname{ran} R(a)^{1 / 2}$, which completes the proof of (2.10).

The identity (2.11) follows now from Lemma 2.2. The sum is direct since (2.3) implies $\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} S_{\mathrm{F}}^{1 / 2}=\operatorname{ker}\left(S_{\mathrm{F}}+a\right)$ and, hence, this set is trivial.

Proposition 2.4. Let $S$ be a nonnegative linear relation and let $H$ be a nonnegative selfadjoint extension of $S$. Then $H$ and $S_{F}$ are transversal if and only if

$$
\begin{equation*}
\operatorname{ker}\left(S^{*}+a\right) \subset \operatorname{dom} H^{1 / 2}, \quad a>0 \tag{2.12}
\end{equation*}
$$

Furthermore, $H=S_{\mathrm{F}}$ if and only if

$$
\begin{equation*}
\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2}=\{0\}, \quad a>0 \tag{2.13}
\end{equation*}
$$

Proof. Assume that (2.12) is satisfied. Then it follows from (2.10) that

$$
\operatorname{ran}\left((H+a)^{-1}-\left(S_{\mathrm{F}}+a\right)^{-1}\right)^{1 / 2}=\operatorname{ker}\left(S^{*}+a\right)
$$

But then also

$$
\operatorname{ran}\left((H+a)^{-1}-\left(S_{\mathrm{F}}+a\right)^{-1}\right)=\operatorname{ker}\left(S^{*}+a\right)
$$

Hence by Corollary 1.6 H and $S_{\mathrm{F}}$ are transversal. The converse statement is obtained by retracing these steps. This proves the first assertion of the proposition.

Observe that $H=S_{\mathrm{F}}$ if and only if $\operatorname{dom} H^{1 / 2}=\operatorname{dom} S_{\mathrm{F}}^{1 / 2}$, since $S_{\mathrm{F}}$ is the only selfadjoint extension of $S$ whose domain is contained in dom $\left[S_{\mathrm{F}}\right]=$ $\operatorname{dom} S_{\mathrm{F}}^{1 / 2}$. It follows from (2.11) that dom $H^{1 / 2}=\operatorname{dom} S_{\mathrm{F}}^{1 / 2}$ if and only if (2.13) holds. This proves the last assertion of the proposition.

COROLLARY 2.5 ([24]). Let $S$ be a nonnegative linear relation. Then $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal if and only if

$$
\begin{equation*}
\operatorname{dom} S^{*} \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2} \tag{2.14}
\end{equation*}
$$

Proof. Clearly, if (2.14) holds then $S_{\mathrm{F}}$ and $S_{\mathrm{N}}$ are transversal, by Proposition 2.4.

Conversely, if $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal, then $\operatorname{ker}\left(S^{*}+a\right) \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}$ by Proposition 2.4. If $a>0$, then $-a \in \rho\left(S_{\mathrm{N}}\right)$, and hence by (1.14)

$$
S^{*}=S_{\mathrm{N}} \widehat{+} \widehat{\mathfrak{N}}_{-a}\left(S^{*}\right)
$$

In particular,

$$
\operatorname{dom} S^{*}=\operatorname{dom} S_{\mathrm{N}}+\operatorname{ker}\left(S^{*}+a\right)
$$

and, since $\operatorname{ker}\left(S^{*}+a\right) \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}$, the inclusion (2.14) follows.
The linear manifold ker $\left(S^{*}+a\right) \cap \operatorname{dom} H^{1 / 2}$ in Proposition 2.3 is intimately connected with the so-called Kac subclass of the class of Nevanlinna functions, cf. [15], [20]. Observe that the decomposition in (2.11) is orthogonal when dom $H^{1 / 2}$ is provided with the graph inner product relative to $H^{1 / 2}$. In the context of nondensely defined operators (or relations) this result goes back to [9]. Corollary 2.5 is due to M.M. Malamud [24], who gave a proof involving boundary triplets and Kreŭn's formula; see also Proposition 4.4.

## 3. A FACTORIZATION OF THE KREĬN-VON NEUMANN AND THE FRIEDRICHS EXTENSIONS

Let $S$ be a nonnegative linear relation in a Hilbert space $\mathfrak{H}$. It is not assumed that $S$ is closed or that its domain of definition dom $S$ is dense in $\mathfrak{H}$. In this section the fundamental factorizations of the Kreĭn-von Neumann and the Friedrichs extensions of $S$ are established.

Provide the linear space ran $S$ with a semi-inner product $\langle\cdot, \cdot\rangle$ by

$$
\begin{equation*}
\left\langle f^{\prime}, g^{\prime}\right\rangle:=\left(f^{\prime}, g\right)=\left(f, g^{\prime}\right), \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in S \tag{3.1}
\end{equation*}
$$

Note that if also $\left\{f_{0}, f^{\prime}\right\},\left\{g_{0}, g^{\prime}\right\} \in S$, then the symmetry of $S$ implies that

$$
\begin{equation*}
\left(f^{\prime}, g\right)=\left(f, g^{\prime}\right)=\left(f^{\prime}, g_{0}\right)=\left(f_{0}, g^{\prime}\right) \tag{3.2}
\end{equation*}
$$

which shows that the inner product (3.1) is well defined. Define the linear space $\mathfrak{R}_{0}$ by

$$
\begin{equation*}
\mathfrak{R}_{0}=\left\{f^{\prime}:\left(f^{\prime}, f\right)=0 \quad \text { for some }\left\{f, f^{\prime}\right\} \in S\right\} \tag{3.3}
\end{equation*}
$$

Note that if $\left(f^{\prime}, f\right)=0$ for $\left\{f, f^{\prime}\right\} \in S$, then also $\left(f^{\prime}, f_{0}\right)=0$ when $\left\{f_{0}, f^{\prime}\right\} \in S$, cf. (3.2). In general, the space $\mathfrak{R}_{0}$ is nontrivial. Clearly the definition implies that mul $S \subset \mathfrak{R}_{0} \subset \operatorname{ran} S$.

Lemma 3.1. Let $S$ be a nonnegative relation. Then

$$
\begin{equation*}
\mathfrak{R}_{0}=\operatorname{ran} S \cap \operatorname{mul} S^{*} . \tag{3.4}
\end{equation*}
$$

Proof. Assume that $f^{\prime} \in \operatorname{ran} S \cap \operatorname{mul} S^{*}$. Then $\left\{f, f^{\prime}\right\} \in S$ for some $f \in \mathfrak{H}$, and $\left\{0, f^{\prime}\right\} \in S^{*}$. This implies that $\left(f^{\prime}, f\right)=0$ and therefore $f^{\prime} \in \mathfrak{R}_{0}$.

Conversely, assume that $f^{\prime} \in \mathfrak{R}_{0}$. Then $\left(f^{\prime}, f\right)=0$ for some $\left\{f, f^{\prime}\right\} \in S$. Clearly with $\left\{g, g^{\prime}\right\} \in S$ the Cauchy-Schwarz inequality (2.1) gives

$$
\left|\left(f^{\prime}, g\right)\right|^{2} \leqslant\left(f^{\prime}, f\right)\left(g^{\prime}, g\right)=0
$$

Hence $\left(f^{\prime}, g\right)=0$, so that $f^{\prime} \in(\operatorname{dom} S)^{\perp}=\operatorname{mul} S^{*}$. This implies that $f^{\prime} \in \operatorname{ran} S \cap$ mul $S^{*}$.

The quotient space ran $S / \mathfrak{R}_{0}$ equipped with the inner product

$$
\begin{equation*}
\left\langle\left[f^{\prime}\right],\left[g^{\prime}\right]\right\rangle:=\left(f^{\prime}, g\right)=\left(f, g^{\prime}\right), \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in S \tag{3.5}
\end{equation*}
$$

where $\left[f^{\prime}\right],\left[g^{\prime}\right]$ denote the equivalence classes containing $f^{\prime}$ and $g^{\prime}$, is a pre-Hilbert space.

Definition 3.2. The Hilbert space completion of $\operatorname{ran} S / \Re_{0}$ is denoted by $\mathfrak{H}_{S} ;$ its inner product is again denoted by $\langle\cdot, \cdot\rangle$. The linear relation $Q$ from $\mathfrak{H}$ to $\mathfrak{H}_{S}$ is defined by

$$
\begin{equation*}
Q=\left\{\left\{f,\left[f^{\prime}\right]\right\}:\left\{f, f^{\prime}\right\} \in S\right\} . \tag{3.6}
\end{equation*}
$$

The linear relation $J$ from $\mathfrak{H}_{S}$ to $\mathfrak{H}$ is defined by

$$
\begin{equation*}
J=\left\{\left\{\left[f^{\prime}\right], f^{\prime}\right\}:\left\{f, f^{\prime}\right\} \in S\right\} \tag{3.7}
\end{equation*}
$$

Note that $\operatorname{dom} Q=\operatorname{dom} S$ and that $\operatorname{mul} Q=\{0\}$, i.e., $Q$ is (the graph of) an operator. To see that mul $Q=\{0\}$, assume that $f=0$ in (3.6). Then $\left\{0, f^{\prime}\right\} \in S$ and, by (3.3), clearly $f^{\prime} \in \Re_{0}$, which shows that $\left[f^{\prime}\right]=0$. Moreover, note that $J$ is multivalued with mul $J=\mathfrak{R}_{0}$ and that $\operatorname{ran} J=\operatorname{ran} S$. The relation $J$ is densely defined in $\mathfrak{H}_{S}$ and therefore $J^{*}$ is an operator. The definitions (3.6) and (3.7) imply that

$$
\begin{equation*}
J \subset Q^{*}, \quad Q \subset J^{*} \tag{3.8}
\end{equation*}
$$

as follows from (3.5). In particular, $Q^{* *}=\operatorname{clos} Q$ is a restriction of $J^{*}$, so that $Q^{* *}$, the closure of the operator $Q$, is also an operator. Recall that the product relations $J^{* *} J^{*}$ and $Q^{*} Q^{* *}$ are nonnegative and selfadjoint, cf. [17]. Since both $J^{*}$ and $Q^{* *}$ are operators, the associated nonnegative forms are defined on dom $J^{*}$ and $\operatorname{dom} Q^{* *}$, respectively, cf. [17]. The next theorem extends Proposition 3.1 of [4]; here $S$ need not be densely defined and is even allowed to be a nonnegative (not necessarily closed) relation.

THEOREM 3.3. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let J and $Q$ be defined by (3.6) and (3.7). Then the Kreĭn-von Neumann extension $S_{N}$ of $S$ is given by $S_{\mathrm{N}}=J^{* *} J^{*}$ and the corresponding closed form $\mathfrak{t}_{\mathrm{N}}$ is given by

$$
\mathfrak{t}_{\mathrm{N}}[f, g]=\left\langle J^{*} f, J^{*} g\right\rangle, \quad f, g \in \operatorname{dom} J^{*}=\operatorname{dom} S_{\mathrm{N}}^{1 / 2}
$$

Furthermore, the Friedrichs extension $S_{\mathrm{F}}$ of $S$ is given by $S_{\mathrm{F}}=Q^{*} Q^{* *}$ and the corresponding closed form $\mathfrak{t}_{\mathrm{F}}$ is given by

$$
\mathfrak{t}_{\mathrm{F}}[f, g]=\left\langle Q^{* *} f, Q^{* *} g\right\rangle, \quad f, g \in \operatorname{dom} Q^{* *}=\operatorname{dom} S_{\mathrm{F}}^{1 / 2} .
$$

Proof. First consider the case of the Kreĭn-von Neumann extension. Let $\left\{f, f^{\prime}\right\} \in S$. Since $\left\{f,\left[f^{\prime}\right]\right\} \in Q \subset J^{*}$ and $\left\{\left[f^{\prime}\right], f^{\prime}\right\} \in J \subset J^{* *}$ it follows that $\left\{f, f^{\prime}\right\} \in J^{* *} J^{*}$, i.e. $S \subset J^{* *} J^{*}$. Hence the nonnegative selfadjoint relation $J^{* *} J^{*}$ is an extension of $S$.

Now let $\left\{f, f^{\prime}\right\} \in J^{* *} J^{*}$. Then $\left\{f, J^{*} f\right\} \in J^{*}$ and $\left\{J^{*} f, f^{\prime}\right\} \in J^{* *}$. The identity $J^{* *}=\operatorname{clos} J$ implies the existence of a sequence $\left(\left\{\left[f_{n}^{\prime}\right], f_{n}^{\prime}\right\}\right) \subset J$, where $\left\{f_{n}, f_{n}^{\prime}\right\} \in$ $S$, such that

$$
\begin{equation*}
\left[f_{n}^{\prime}\right] \rightarrow J^{*} f \text { in } \mathfrak{H}_{S}, \quad f_{n}^{\prime} \rightarrow f^{\prime} \text { in } \mathfrak{H} . \tag{3.9}
\end{equation*}
$$

It follows from $\left\{\left[f_{n}^{\prime}\right], f_{n}^{\prime}\right\} \in J$ and $\left\{f, J^{*} f\right\} \in J^{*}$ that

$$
\begin{equation*}
\left\langle\left[f_{n}^{\prime}\right], J^{*} f\right\rangle=\left(f_{n}^{\prime}, f\right) . \tag{3.10}
\end{equation*}
$$

Likewise, it follows from $\left\{f, J^{*} f\right\} \in J^{*}$ and $\left\{J^{*} f, f^{\prime}\right\} \in J^{* *}$ that

$$
\begin{equation*}
\left\langle J^{*} f, J^{*} f\right\rangle=\left(f, f^{\prime}\right) . \tag{3.11}
\end{equation*}
$$

Finally note that $\left\{f_{n}, f_{n}^{\prime}\right\} \in S \subset J^{* *} J^{*}$ and $\left\{f, f^{\prime}\right\} \in J^{* *} J^{*}$ imply that

$$
\begin{equation*}
\left(f^{\prime}, f_{n}\right)=\left(f, f_{n}^{\prime}\right) \tag{3.1}
\end{equation*}
$$

This leads to the following identity

$$
\begin{aligned}
\left\langle\left[f_{n}^{\prime}\right]-J^{*} f,\left[f_{n}^{\prime}\right]-J^{*} f\right\rangle & =\left\langle\left[f_{n}^{\prime}\right],\left[f_{n}^{\prime}\right]\right\rangle-\left\langle\left[f_{n}^{\prime}\right], J^{*} f\right\rangle-\left\langle J^{*} f,\left[f_{n}^{\prime}\right]\right\rangle+\left\langle J^{*} f, J^{*} f\right\rangle \\
& =\left(f_{n}^{\prime}, f_{n}\right)-\left(f_{n}^{\prime}, f\right)-\left(f, f_{n}^{\prime}\right)+\left(f, f^{\prime}\right) \\
& =\left(f_{n}^{\prime}, f_{n}\right)-\left(f_{n}^{\prime}, f\right)-\left(f^{\prime}, f_{n}\right)+\left(f^{\prime}, f\right)=\left(f^{\prime}-f_{n}^{\prime}, f-f_{n}\right),
\end{aligned}
$$

where (3.10), (3.11), and (3.12) have been used, respectively. Therefore (3.9) implies that

$$
f_{n}^{\prime} \rightarrow f^{\prime} \text { in } \mathfrak{H}, \quad\left(f^{\prime}-f_{n}^{\prime}, f-f_{n}\right) \rightarrow 0
$$

Since $\left\{f_{n}, f_{n}^{\prime}\right\} \in S$, this shows that $\{f, g\} \in S_{\mathrm{N}}$, cf. Proposition 2.1. Hence, $J^{* *} J^{*} \subset$ $S_{\mathrm{N}}$, and since $J^{* *} J^{*}$ and $S_{\mathrm{N}}$ are both selfadjoint, the identity $J^{* *} J^{*}=S_{\mathrm{N}}$ follows. The statement concerning the associated form $\mathfrak{t}_{\mathrm{N}}$ follows from Proposition 5.2 in [17].

Next consider the case of the Friedrichs extension. Let $\left\{f, f^{\prime}\right\} \in S$. Since $\left\{f,\left[f^{\prime}\right]\right\} \in Q \subset Q^{* *}$ and $\left\{\left[f^{\prime}\right], f^{\prime}\right\} \in J \subset Q^{*}$ it follows that $\left\{f, f^{\prime}\right\} \in Q^{*} Q^{* *}$, i.e. $S \subset Q^{*} Q^{* *}$. Thus the nonnegative selfadjoint relation $Q^{*} Q^{* *}$ is an extension of $S$.

Now let $\left\{f, f^{\prime}\right\} \in Q^{*} Q^{* *}$. Then $\left\{f, Q^{* *} f\right\} \in Q^{* *}$ and $\left\{Q^{* *} f, f^{\prime}\right\} \in Q^{*}$. The identity $Q^{* *}=$ clos $Q$ implies the existence of a sequence $\left(\left\{f_{n},\left[f_{n}^{\prime}\right]\right\}\right) \subset Q$ where $\left\{f_{n}, f_{n}^{\prime}\right\} \in S$, such that

$$
\begin{equation*}
f_{n} \rightarrow f \text { in } \mathfrak{H}, \quad\left[f_{n}^{\prime}\right] \rightarrow Q^{* *} f \text { in } \mathfrak{H}_{s} . \tag{3.13}
\end{equation*}
$$

It follows from $\left\{\left[f_{n}^{\prime}\right], f_{n}^{\prime}\right\} \in J \subset Q^{*}$, and $\left\{f, Q^{* *} f\right\} \in Q^{* *}$ that

$$
\begin{equation*}
\left\langle\left[f_{n}^{\prime}\right], Q^{* *} f\right\rangle=\left(f_{n}^{\prime}, f\right) \tag{3.14}
\end{equation*}
$$

Likewise, it follows from $\left\{f, Q^{* *} f\right\} \in Q^{* *}$ and $\left\{Q^{* *} f, f^{\prime}\right\} \in Q^{*}$ that

$$
\begin{equation*}
\left\langle Q^{* *} f, Q^{* *} f\right\rangle=\left(f, f^{\prime}\right) \tag{3.15}
\end{equation*}
$$

Finally, note that $\left\{f_{n}, f_{n}^{\prime}\right\} \in S \subset Q^{*} Q^{* *}$, and $\left\{f, f^{\prime}\right\} \in Q^{*} Q^{* *}$ imply that

$$
\begin{equation*}
\left(f^{\prime}, f_{n}\right)=\left(f, f_{n}^{\prime}\right) \tag{3.16}
\end{equation*}
$$

This leads to the following identity

$$
\begin{aligned}
\left\langle\left[f_{n}^{\prime}\right]-Q^{* *} f,\left[f_{n}^{\prime}\right]-Q^{* *} f\right\rangle & =\left\langle\left[f_{n}^{\prime}\right],\left[f_{n}^{\prime}\right]\right\rangle-\left\langle\left[f_{n}^{\prime}\right], Q^{* *} f\right\rangle-\left\langle Q^{* *} f,\left[f_{n}^{\prime}\right]\right\rangle+\left\langle Q^{* *} f, Q^{* *} f\right\rangle \\
& =\left(f_{n}^{\prime}, f_{n}\right)-\left(f_{n}^{\prime}, f\right)-\left(f, f_{n}^{\prime}\right)+\left(f, f^{\prime}\right) \\
& =\left(f_{n}^{\prime}, f_{n}\right)-\left(f_{n}^{\prime}, f\right)-\left(f^{\prime}, f_{n}\right)+\left(f^{\prime}, f\right)=\left(f^{\prime}-f_{n}^{\prime}, f-f_{n}\right),
\end{aligned}
$$

where (3.14), (3.15), and (3.16) have been used, respectively. Therefore (3.13) implies that

$$
f_{n} \rightarrow f \text { in } \mathfrak{H}, \quad\left(f^{\prime}-f_{n}^{\prime}, f-f_{n}\right) \rightarrow 0
$$

Since $\left\{f_{n}, f_{n}^{\prime}\right\} \in S$, this shows that $\left\{f, f^{\prime}\right\} \in S_{F}, c f$. Proposition 2.1. Hence, $Q^{*} Q^{* *} \subset S_{\mathrm{F}}$, and since $Q^{*} Q^{* *}$ and $S_{\mathrm{F}}$ are both selfadjoint, the identity $Q^{*} Q^{* *}=$ $S_{\mathrm{F}}$ follows. Again the statement concerning the associated form $\mathfrak{t}_{\mathrm{F}}$ follows from Proposition 5.2 in [17].

The factorizations of the Kreĭn-von Neumann and the Friedrichs extensions in Theorem 3.3, in the case where these extensions are operators, go back to Z. Sebestyén, J. Stochel, and coworkers, see [26], [27], [30], [31], [32]. The case of densely defined nonnegative operators was treated in [4], where also the connection with the corresponding closed nonnegative forms was given. The context of nondensely defined operators and, more generally, of relations requires the introduction of equivalence classes and the space $\mathfrak{R}_{0}$ in order to define the relation $J$. However, it is implicit in the construction that the adjoint $J^{*}$ is (the graph of) an operator. This fact makes it possible to describe the forms associated with the Kreĭn-von Neumann and the Friedrichs extensions in terms of $J^{*}$ and its restriction $Q^{* *} \subset J^{*}$.

## 4. SOME CONSEQUENCES OF THE FACTORIZATIONS

The factorizations of the Kreĭn-von Neumann and the Friedrichs extensions in Theorem 3.3 appear to be natural tools to study various questions concerning nonnegative selfadjoint extensions of nonnegative operators or relations. In particular, in this section the disjointness, the transversality, and the equality of the Kreĭn-von Neumann and the Friedrichs extensions are characterized by means of these factorizations. Also criteria for the Kreĭn-von Neumann extension to be an operator will be developed in terms of its factorization.
4.1. SOME GENERAL ObSERVATIONS AbOUT FACTORIZATIONS. The intersection of the Kreĭn-von Neumann extension $S_{N}$ and the Friedrichs extension $S_{\mathrm{F}}$ is a closed nonnegative relation which extends $S$ :

$$
\begin{equation*}
S \subset S_{\mathrm{N}} \cap S_{\mathrm{F}} \tag{4.1}
\end{equation*}
$$

Clearly, it follows from (4.1) that

$$
\begin{equation*}
S_{\mathrm{N}} \widehat{+} S_{\mathrm{F}} \subset \operatorname{clos}\left(S_{\mathrm{N}} \widehat{+} S_{\mathrm{F}}\right) \subset S^{*} \tag{4.2}
\end{equation*}
$$

It will be of interest to characterize the situation when there is equality instead of inclusion in (4.1) and (4.2). Furthermore, the other extremal case, where the Kreĭnvon Neumann extension and the Friedrichs extension coincide, will be characterized.

Lemma 4.1. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $J$ and $Q$ be defined by (3.6) and (3.7). Then

$$
\begin{equation*}
S_{\mathrm{N}} \cap S_{\mathrm{F}}=J^{* *} Q^{* *}, \tag{4.3}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\operatorname{mul}\left(S_{\mathrm{N}} \cap S_{\mathrm{F}}\right)=\operatorname{mul} J^{* *} \tag{4.4}
\end{equation*}
$$

Proof. It follows from (3.8) that

$$
Q \subset Q^{* *} \subset J^{*}, \quad J \subset J^{* *} \subset Q^{*}
$$

and therefore Theorem 3.3 shows that

$$
J^{* *} Q^{* *} \subset Q^{*} Q^{* *} \cap J^{* *} J^{*}=S_{\mathrm{N}} \cap S_{\mathrm{F}}
$$

Thus, $J^{* *} Q^{* *} \subset S_{\mathrm{N}} \cap S_{f}$. To prove the reverse inclusion, let $\left\{f, f^{\prime}\right\} \in S_{\mathrm{F}} \cap S_{\mathrm{N}}$. This implies that $\{f, h\} \in Q^{* *},\left\{h, f^{\prime}\right\} \in Q^{*}$ for some $h \in \mathfrak{H}_{S}$, and that $\{f, k\} \in J^{*}$, $\left\{k, f^{\prime}\right\} \in J^{* *}$ for some $k \in \mathfrak{H}_{S}$. Observe that $\{f, h\} \in Q^{* *} \subset J^{*}$ and since $J^{*}$ is an operator, one concludes that $k=h$. Hence, $\left\{f, f^{\prime}\right\} \in J^{* *} Q^{* *}$.

Since mul $Q^{* *}=\{0\}$, mul $J^{* *} Q^{* *}=\mathrm{mul} J^{* *}$ and hence the equality (4.4) follows immediately from (4.3).

Closely related to the closed linear relation $J^{* *} Q^{* *}$ in $\mathfrak{H}$ is the relation $Q^{*} J^{*}$, also in $\mathfrak{H}$, which is not necessarily closed.

Lemma 4.2. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $J$ and $Q$ be defined by (3.6) and (3.7). Then

$$
\begin{equation*}
S_{\mathrm{N}} \widehat{+} S_{\mathrm{F}} \subset Q^{*} J^{*} \subset S^{*} \tag{4.5}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
S \subset\left(Q^{*} J^{*}\right)^{*} \subset S_{\mathrm{N}} \cap S_{\mathrm{F}} . \tag{4.6}
\end{equation*}
$$

Proof. Recall that $Q^{* *} \subset J^{*}$ and $J^{* *} \subset Q^{*}$. Hence

$$
S_{\mathrm{F}}=Q^{*} Q^{* *} \subset Q^{*} J^{*}, \quad S_{\mathrm{N}}=J^{* *} J^{*} \subset Q^{*} J^{*}
$$

so that $S_{\mathrm{N}} \widehat{+} S_{\mathrm{F}} \subset Q^{*} J^{*}$. Next it is shown that $Q^{*} J^{*} \subset S^{*}$. Assume that $\left\{f, f^{\prime}\right\} \in$ $Q^{*} J^{*}$, so that $\{f, \varphi\} \in J^{*}$ and $\left\{\varphi, f^{\prime}\right\} \in Q^{*}$ for some $\varphi \in \mathfrak{H}_{S}$. By definition, for any $\left\{h, h^{\prime}\right\} \in S$ one has

$$
\left\{\left[h^{\prime}\right], h^{\prime}\right\} \in J, \quad\left\{h,\left[h^{\prime}\right]\right\} \in Q
$$

cf. (3.6) and (3.7). This leads to

$$
\left(f, h^{\prime}\right)=\left\langle\varphi,\left[h^{\prime}\right]\right\rangle, \quad\left(f^{\prime}, h\right)=\left\langle\varphi,\left[h^{\prime}\right]\right\rangle
$$

which implies $\left(f^{\prime}, h\right)=\left(f, h^{\prime}\right)$, and hence $\left\{f, f^{\prime}\right\} \in S^{*}$. This completes the proof of (4.5). The inclusions in (4.6) follow by taking adjoints in (4.5).

### 4.2. Disjointness and transversality of the Kreĭn-von Neumann and

 the Friedrichs extensions. The operator $Q^{*} J^{*}$ plays an important role in the description of the disjointness and transversality of $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$.Proposition 4.3. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $J$ and $Q$ be defined by (3.6) and (3.7). Then the following statements are equivalent:
(i) $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are disjoint;
(ii) $S=J^{* *} Q^{* *}$;
(iii) $S=\left(Q^{*} J^{*}\right)^{*}$;
(iv) $S$ is closed and $S^{*}=\operatorname{clos}\left(Q^{*} J^{*}\right)$.

Proof. The equivalence between (i) and (ii) is clear from Lemma 4.1. Furthermore, the equivalence between (iii) and (iv) is obvious.
(i) $\Rightarrow$ (iii) Since $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are disjoint, so that $S_{\mathrm{N}} \cap S_{\mathrm{F}}=S$, the statement follows from (4.6).
(iii) $\Rightarrow$ (ii) Assume that $S=\left(Q^{*} J^{*}\right)^{*}$, then by (1.10) and by Lemma 4.1 it follows that

$$
S=\left(Q^{*} J^{*}\right)^{*} \supset J^{* *} Q^{* *}=S_{\mathrm{N}} \cap S_{\mathrm{F}} \supset S
$$

so that $S$ is disjoint.
Proposition 4.4. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $J$ and $Q$ be defined by (3.6) and (3.7). Then the following statements are equivalent:
(i) $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal;
(ii) $S^{*}=Q^{*} J^{*}$;
(iii) $\operatorname{dom} S^{*} \subset \operatorname{dom} J^{*}$;
(iv) $\operatorname{ker}\left(S^{*}+a\right) \subset \operatorname{dom} J^{*}$ for some (and hence for all) $a>0$.

Proof. (i) $\Rightarrow$ (ii) Assume that $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal. Then it follows from (4.5) that $S^{*}=Q^{*} J^{*}$, i.e., (ii) is valid.
(ii) $\Rightarrow$ (iii) \& (iii) $\Rightarrow$ (iv) These implications are trivial.
(iv) $\Rightarrow$ (i) Assume that ker $\left(S^{*}+a\right) \subset \operatorname{dom} J^{*}$. By Theorem 3.3 dom $J^{*}=$ $\operatorname{dom} S_{\mathrm{N}}^{1 / 2}$ and the transversality of $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ follows from Proposition 2.4.
4.3. Equality of the Kreĭn-von Neumann and the Friedrichs extenSIONS. The factorizations can also be used to determine when the Kreı̆n-von Neumann and the Friedrichs extensions coincide. In the present context one simple criterion is immediate.

Proposition 4.5. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$ and let $J$ and $Q$ be defined by (3.6) and (3.7). Then $S_{N}=S_{\mathrm{F}}$ if and only if $J^{*}=Q^{* *}$.

Proof. If $J^{*}=Q^{* *}$, then $J^{* *}=Q^{*}$, so that $J^{* *} J^{*}=Q^{*} Q^{* *}$, which is equivalent to $S_{\mathrm{F}}=S_{\mathrm{N}}$ by Theorem 3.3.

Conversely, assume that $S_{\mathrm{N}}=S_{\mathrm{F}}$, or equivalently, $J^{* *} J^{*}=Q^{*} Q^{* *}$. Then $\operatorname{dom} J^{*}=\operatorname{dom} Q^{* *}$ and since $Q^{* *} \subset J^{*}$ and $J^{*}$ is an operator, one obtains that $J^{*}=Q^{* *}$.

In order to obtain an analytical uniqueness criterion the following observation is useful.

Proposition 4.6. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$. Then $\operatorname{dom} J^{*}=\left\{g \in \mathfrak{H}:\left|\left(f^{\prime}, g\right)\right|^{2} \leqslant C_{g}\left(f^{\prime}, f\right)\right.$ for all $\left\{f, f^{\prime}\right\} \in S$ and some $\left.C_{g}<\infty\right\}$.

Proof. Recall that $J$ is the relation from $\mathfrak{H}_{S}$ to $\mathfrak{H}$ defined in (3.7). Apply the description (1.1) in Lemma 1.1 to $J$ to obtain a description of dom $J^{*}: g \in \operatorname{dom} J^{*}$ if and only if $g \in \mathfrak{H}$ and there exists a nonnegative number $\gamma_{g}$ such that

$$
\begin{equation*}
\left|\left(f^{\prime}, g\right)\right| \leqslant \gamma_{g}\left\|\left[f^{\prime}\right]\right\|_{\mathfrak{H}_{S}} \quad \text { for all }\left\{\left[f^{\prime}\right], f^{\prime}\right\} \in J \tag{4.7}
\end{equation*}
$$

By (3.7) and (3.5) the estimate in (4.7) can be rewritten as

$$
\left|\left(f^{\prime}, g\right)\right|^{2} \leqslant \gamma_{g}^{2}\left(f^{\prime}, f\right) \quad \text { for all }\left\{f, f^{\prime}\right\} \in S
$$

This gives the description of dom $J^{*}$.
The description of dom $J^{*}$ leads to the uniqueness criterion due to Kreйn [23].
THEOREM 4.7 (Kreĭn's uniqueness criterion). Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$. Then $S_{\mathrm{N}}=S_{\mathrm{F}}$ if and only if for some (and hence for all) $a>0$

$$
\begin{equation*}
\sup \left\{\frac{|(f, \varphi)|^{2}}{\left(f^{\prime}, f\right)}:\left\{f, f^{\prime}\right\} \in S\right\}=\infty \quad \text { for all } \varphi \in \operatorname{ker}\left(S^{*}+a\right) \backslash\{0\} \tag{4.8}
\end{equation*}
$$

Proof. By Proposition 2.4 with $H=S_{\mathrm{N}}$, one has $S_{\mathrm{N}}=S_{\mathrm{F}}$ if and only if

$$
\operatorname{ker}\left(S^{*}+a\right) \cap \operatorname{dom} S_{\mathrm{N}}^{1 / 2}=\{0\}
$$

In other words $S_{N}=S_{\mathrm{F}}$ if and only if

$$
\varphi \in \operatorname{ker}\left(S^{*}+a\right) \backslash\{0\} \Rightarrow \varphi \notin \operatorname{dom} S_{\mathrm{N}}^{1 / 2}
$$

By Proposition 4.6 and Theorem 3.3 it follows that $\varphi \in \operatorname{dom} S_{\mathrm{N}}^{1 / 2}=\operatorname{dom} J^{*}$ if and only if there is a nonnegative number $C_{\varphi}$ such that

$$
\left|\left(f^{\prime}, \varphi\right)\right|^{2} \leqslant C_{\varphi}\left(f^{\prime}, f\right) \quad \text { for all }\left\{f, f^{\prime}\right\} \in S
$$

Since $\varphi \in \operatorname{ker}\left(S^{*}+a\right)$ it is clear that $\left(f^{\prime}, \varphi\right)=a(f, \varphi)$. Hence, $\varphi \in \operatorname{dom} S_{\mathrm{N}}^{1 / 2}$ if and only if

$$
|(f, \varphi)|^{2} \leqslant \frac{C_{\varphi}}{a}\left(f^{\prime}, f\right) \quad \text { for all }\left\{f, f^{\prime}\right\} \in S
$$

and this leads to the description (4.8).
The description of the form domain dom $\mathfrak{t}_{\mathrm{N}}=\operatorname{dom} J^{*}$ in Theorem 3.3 is made explicit in Proposition 4.6. This description coincides with a result of Ando and Nishio [1] for the class of positively closable operators. Kreйn's uniqueness criterion was originally stated for the case of densely defined operators; its formulation for nonnegative relations can be found in [16].
4.4. Positive closability. The Friedrichs extension $S_{\mathrm{F}}$ is an operator if and only if $S$ is densely defined. In this case, each nonnegative selfadjoint extension $H$ of $S$ is an operator. However, when $S$ is not densely defined, there may be nonnegative selfadjoint extensions of $S$ which are operators, in which case $S$ is automatically an operator. In what follows, a relation in a Hilbert space $\mathfrak{H}$ is called closable if its closure in the Cartesian product $\mathfrak{H} \times \mathfrak{H}$ is (the graph of) an operator. Of course, a closable relation is itself already an operator.

Proposition 4.8. Let $S$ be a nonnegative relation. Then

$$
\begin{equation*}
\operatorname{mul} S_{\mathrm{N}}=\operatorname{mul} J^{* *} \subset \overline{\operatorname{ran}} S \cap \operatorname{mul} S^{*} \tag{4.9}
\end{equation*}
$$

Furthermore, the following statements are equivalent:
(i) $S_{\mathrm{N}}$ is an operator;
(ii) S has a nonnegative selfadjoint operator extension;
(iii) the relation $J$ is closable;
(iv) $S_{\mathrm{N}} \cap S_{\mathrm{F}}$ is an operator.

In this case $S$ is a nonnegative operator.
Proof. By Theorem $3.3 S_{\mathrm{N}}=J^{* *} J^{*}$, which gives the identity in (4.9). For the inclusion in (4.9), recall that $J \subset Q^{*}$ and $\operatorname{dom} Q=\operatorname{dom} S$, so that

$$
\operatorname{mul} J^{* *} \subset \operatorname{mul} Q^{*}=\operatorname{mul} S^{*}
$$

Furthermore, observe that mul $J^{* *} \subset \operatorname{ran} J^{* *} \subset \overline{\operatorname{ran}} J$ and ran $J=\operatorname{ran} S$, so that

$$
\operatorname{mul} J^{* *} \subset \overline{\operatorname{ran}} S
$$

Hence also the inclusion in (4.9) has been proved.
(i) $\Rightarrow$ (ii) This is clear.
(ii) $\Rightarrow$ (i) Let $H$ be a nonnegative selfadjoint operator extension of $S$ (so that also $S$ is an operator), then it follows from (0.7) that $S_{\mathrm{N}}$ is an operator.
(i) $\Leftrightarrow$ (iii) According to (4.9) $S_{\mathrm{N}}$ is an operator if and only if mul $J^{* *}$ is trivial.
(i) $\Leftrightarrow$ (iv) This follows immediately from (4.4), which leads to mul $\left(S_{N} \cap\right.$ $\left.S_{\mathrm{F}}\right)=\mathrm{mul} S_{\mathrm{N}}$.

Corollary 4.9. Let $S$ be a nonnegative relation in $\mathfrak{H}$. Then

$$
\begin{equation*}
\operatorname{mul} S_{\mathrm{N}}=\left\{f^{\prime} \in \mathfrak{H}:\left\{f_{n}, f_{n}^{\prime}\right\} \in S, f_{n}^{\prime} \rightarrow f^{\prime},\left(f_{n}^{\prime}, f_{n}\right) \rightarrow 0\right\} \tag{4.10}
\end{equation*}
$$

In particular, $S_{\mathrm{N}}$ is an operator if and only if

$$
\begin{equation*}
\left\{f_{n}, f_{n}^{\prime}\right\} \in S, \lim _{n \rightarrow \infty}\left(f_{n}^{\prime}, f_{n}\right)=0, \text { and } \lim _{n \rightarrow \infty} f_{n}^{\prime}=f^{\prime} \text { imply } f^{\prime}=0 \tag{4.11}
\end{equation*}
$$

Proof. By Proposition 4.8 one has $\operatorname{mul} S_{\mathrm{N}}=\mathrm{mul} J^{* *}$ and hence the definitions of $\mathfrak{H}_{S}$ and $J$, see (3.1), (3.3), (3.7), show that the multivalued part of the closure $J^{* *}$ of $J$ is given by (4.10). Therefore, $S_{\mathrm{N}}$ is an operator if and only if (4.11) is satisfied. This completes the proof.

A nonnegative relation $S$ is said to be positively closable if it satisfies the property (4.11). In this case, $S$ is automatically closable (as $S \subset S_{\mathrm{N}}=S_{\mathrm{N}}^{*}$ ) and thus an operator. Hence the Kreĭn-von Neumann extension $S_{N}$ is an operator if and only if $S$ is positively closable.

Corollary 4.10. Let $S$ be a nonnegative relation in $\mathfrak{H}$. Then:
(i) if ran $S$ is closed, then $S_{\mathrm{N}}=S \widehat{+}\left(\operatorname{ker} S^{*} \times\{0\}\right)$ and $\mathrm{mul} S_{\mathrm{N}}=\mathrm{mul}$ J;
(ii) if $m(S)>0$, then $m u l S_{\mathrm{N}}=m u l \operatorname{clos} S$.

Proof. (i) Since ran $S$ is closed it follows from (2.6) that $S_{\mathrm{N}}$ has the form (2.5). By Proposition 4.8 and (3.4) one has

$$
\operatorname{mul} S_{\mathrm{N}} \subset \overline{\operatorname{ran}} S \cap \operatorname{mul} S^{*}=\operatorname{ran} S \cap \operatorname{mul} S^{*}=\operatorname{mul} J
$$

and, since mul $J \subset \operatorname{mul} S_{\mathrm{N}}$, this gives mul $S_{\mathrm{N}}=\operatorname{mul} J$.
(ii) The inclusion mul $\operatorname{clos} S \subset$ mul $S_{\mathrm{N}}$ is clear. The converse follows from (4.10) since $\left(f_{n}^{\prime}, f_{n}\right) \geqslant m(S)\left\|f_{n}\right\|^{2}$ for $\left\{f_{n}, f_{n}^{\prime}\right\} \in S$.

In other words, if $\operatorname{ran} S$ is closed, then $S$ is positively closable if and only if mul $J=\{0\}$, and if $m(S)>0$, then $S$ is positively closable if and only if $S$ is closable.

Proposition 4.11. Let $S$ be a nonnegative operator. Then:
(i) if $S_{N}$ and $S_{F}$ are disjoint, then $S_{N}$ is an operator;
(ii) if $S_{\mathrm{N}}$ is an operator and if $S$ satisfies the property (2.8), then $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are disjoint. In particular, if $S$ is a nonnegative closed bounded operator, then $S_{N}$ is an operator if and only if $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are disjoint.

Proof. (i) Assume that $S_{N} \cap S_{F}=S$. Let $\{0, \varphi\} \in S_{N}$. Then clearly $\{0, \varphi\} \in$ $S_{\mathrm{F}}$, so that $\{0, \varphi\} \in S_{\mathrm{N}} \cap S_{\mathrm{F}} \subset S$. Therefore $\varphi=0$, and $S_{\mathrm{N}}$ is an operator.
(ii) Let $S$ be a nonnegative operator which satisfies the property (2.8) and let $S_{\mathrm{N}}$ be an operator. Assume that $\left\{f, f^{\prime}\right\} \in S_{\mathrm{N}} \cap S_{\mathrm{F}}$. Since $\left\{f, f^{\prime}\right\} \in S_{\mathrm{F}}$, it follows from (2.7) that $\left\{f, f^{\prime}\right\} \in S \widehat{+}\left(\{0\} \times \operatorname{mul} S^{*}\right)$. Hence $\left\{f, f^{\prime}\right\}=\{h, S h\} \widehat{+}\{0, \varphi\}$ with $h \in \operatorname{dom} S$ and $\varphi \in \operatorname{mul} S^{*}$. Therefore $\{0, \varphi\} \in S_{\mathrm{N}} \cap S_{\mathrm{F}}$ and since $S_{\mathrm{N}}$ is an operator, one concludes that $\varphi=0$. Hence $\left\{f, f^{\prime}\right\}=\{h, S h\} \in S$, which shows $S_{\mathrm{N}} \cap S_{\mathrm{F}} \subset S$.

If $S$ is a bounded closed nonnegative operator, then $\operatorname{dom} S$ is closed, so that the condition (2.8) is satisfied.

Observe that the conditions in (ii) of Proposition 4.11 automatically imply that $S$ is closed. Furthermore, if $S_{\mathrm{N}}$ is an operator and the condition (2.8) is not satisfied, then $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ need not be disjoint: there are densely defined nonnegative nonselfadjoint operators $S$ for which $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ coincide, cf. Theorem 4.7.

Now the problem arises to determine, parallel to Proposition 4.8, the nonnegative linear relations $S$ whose Kreĭn-von Neumann extension $S_{N}$ is a bounded operator.

Proposition 4.12. Let $S$ be a nonnegative relation. Then the following statements are equivalent:
(i) $S_{\mathrm{N}}$ belongs to [ $\mathfrak{H}$ ];
(ii) $S$ has at least one nonnegative selfadjoint extension in $[\mathfrak{H}]$;
(iii) $\left\|f^{\prime}\right\|^{2} \leqslant M\left(f^{\prime}, f\right)$ for all $\left\{f, f^{\prime}\right\} \in S$ and for some $M \geqslant 0$;
(iv) $J$ is a bounded operator.

In this case $S$ is a nonnegative bounded operator.
Proof. (i) $\Rightarrow$ (ii) This implication is clear.
(ii) $\Rightarrow$ (iii) Let $H$ be a nonnegative operator in $[\mathfrak{H}]$ which extends $S$. Then clearly $\left\|H^{1 / 2}\left(H^{1 / 2} f\right)\right\| \leqslant\left\|H^{1 / 2}\right\|\left\|H^{1 / 2} f\right\|$, so that

$$
\|H f\|^{2} \leqslant\|H\|(H f, f), \quad f \in \operatorname{dom} H
$$

Restricting $f$ to dom $S$ one gets the inequality in (iii) with $M=\|H\|$.
(iii) $\Rightarrow$ (iv) In view of (3.3) one has $\mathfrak{R}_{0}=\{0\}$ and hence the relation $J$ is (the graph of) an operator. The boundedness of $J$ is also a consequence of the inequality.
(iv) $\Rightarrow$ (i) Let $J$ be a bounded operator. Then its closure $J^{* *}$ is a bounded operator with the same norm. Furthermore, since $J$ is densely defined, the bounded operator $J^{* *}$ is defined everywhere. Hence $S_{\mathrm{N}}=J^{* *} J^{*} \in[\mathfrak{H}]$.

Furthermore the following proposition is parallel to Proposition 4.11.
Proposition 4.13. Let $S$ be a bounded nonnegative operator. Then $S_{N} \in[\mathfrak{H}]$ if and only if $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal.

Proof. Since the operator $S$ is bounded, it is closable, i.e., mul clos $S=\{0\}$. Hence dom $S^{*}=(\text { mul clos } S)^{\perp}=\mathfrak{H}$.

Assume that $S_{N} \in[\mathfrak{H}]$. Then $J$ is a bounded operator, densely defined, so that $J^{*}$ is a bounded operator, cf. Proposition 4.12. Therefore $\operatorname{dom} S^{*}=\mathfrak{H}=$ dom $J^{*}$. Hence $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal by Proposition 4.4.

Conversely, assume that $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ are transversal. Hence $\mathfrak{H}=\operatorname{dom} S^{*} \subset$ dom $J^{*}$, which implies that $J^{*}$ is a bounded operator. Therefore $J$ is a bounded operator, and hence $S_{N} \in[\mathfrak{H}]$.

The notion of positive closability, introduced by Ando and Nishio [1] for closed nonnegative operators, is inherent in the representation of the Kreĭn-von Neumann extension $S_{N}$ in Theorem 3.3. The connection between the identities (4.10) and (4.11) was first noticed in [16]. The inequality in part (iii) of Proposition 4.12 guarantees that $S$ is an operator. Hence it can be rewritten as $\|S f\|^{2} \leqslant$ $M(S f, f), f \in \operatorname{dom} S$, and in this form it goes back to Ando and Nishio [1]. As the proof of Proposition 4.12 shows, this inequality implies that the mapping $J$ from $\mathfrak{H}_{S}$ to $\mathfrak{H}$ is bounded with the norm $\|J\| \leqslant \sqrt{M}$, cf. [19]. As to Propositions 4.11 and 4.13, see also the treatment in Derkach and Malamud [11].

## 5. A FACTORIZATION OF THE EXTREMAL EXTENSIONS OF NONNEGATIVE RELATIONS

In this section the characterization of the extremal extensions of an arbitrary nonnegative relation in terms of factorizations is established. This extends the treatment for densely defined nonnegative operators in [4]. In Section 6 the present results will be made explicit when the nonnegative symmetric relation is actually a bounded nonnegative operator.

Let $S$ be a nonnegative relation in $\mathfrak{H}$ and let $\mathfrak{L}$ be any subspace such that

$$
\begin{equation*}
\operatorname{dom} S \subset \mathfrak{L} \subset \operatorname{dom} J^{*}=\operatorname{dom} S_{\mathrm{N}}^{1 / 2} \tag{5.1}
\end{equation*}
$$

Associate with $\mathfrak{L}$ the restriction operator $R_{\mathfrak{L}}$ from $\mathfrak{H}$ to $\mathfrak{H}_{S}$ by

$$
\begin{equation*}
R_{\mathfrak{L}}:=J^{*} \upharpoonright \mathfrak{L}=\left\{\left\{f, f^{\prime}\right\} \in J^{*}: f \in \mathfrak{L}\right\} . \tag{5.2}
\end{equation*}
$$

Since $J^{*}$ is a closed operator from $\mathfrak{H}$ to $\mathfrak{H}_{S}$, it is clear that $R_{\mathfrak{L}}$ is a closable operator. The definition of $R_{\mathfrak{L}}$ and Theorem 3.3 lead to

$$
\left\langle R_{\mathfrak{L}} f, R_{\mathfrak{L}} g\right\rangle=\left\langle J^{*} f, J^{*} g\right\rangle=\mathfrak{t}_{\mathrm{N}}[f, g], \quad f, g \in \mathfrak{L} .
$$

Hence, $R_{\mathfrak{L}}$ is closed if and only if the restriction of the form $\mathfrak{t}_{\mathrm{N}}[\cdot, \cdot]$ to $\mathfrak{L}$ is closed, cf. [22]. Clearly, operators of the form $R_{\mathfrak{L}}$ induce nonnegative selfadjoint relations $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ and corresponding closed nonnegative forms $\mathfrak{t}_{\mathfrak{L}}$ defined by

$$
\mathfrak{t}_{\mathfrak{L}}[f, g]=\left\langle R_{\mathfrak{L}}^{* *} f, R_{\mathfrak{L}}^{* *} g\right\rangle \quad f, g \in \operatorname{dom} R_{\mathfrak{L}}^{* *} .
$$

Assume that the linear, not necessarily closed, subspaces $\mathfrak{L}$ and $\mathfrak{M}$ satisfy

$$
\operatorname{dom} S \subset \mathfrak{L} \subset \mathfrak{M} \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}
$$

Then the closed forms induced by $\mathfrak{L}$ and $\mathfrak{M}$ satisfy the inclusion $\mathfrak{t}_{\mathfrak{L}} \subset \mathfrak{t}_{\mathfrak{M}}$. In particular, $\mathfrak{t}_{\mathfrak{L}} \geqslant \mathfrak{t}_{\mathfrak{M}}$ which leads to the following monotonicity property (cf. [4], [17]):

$$
R_{\mathfrak{M}}^{*} R_{\mathfrak{M}}^{* *} \leqslant R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}
$$

The nonnegative selfadjoint extensions of $S$ which are extremal can be characterized in terms of nonnegative selfadjoint factorizations $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ induced by the operators $R_{\mathfrak{L}}$ in (5.2).

THEOREM 5.1. Let $S$ be a nonnegative linear relation in a Hilbert space $\mathfrak{H}$. Then the following statements are equivalent:
(i) $\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ for some $\mathfrak{L}$ such that $\operatorname{dom} S \subset \mathfrak{L} \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}$;
(ii) $\widetilde{A}$ is a nonnegative selfadjoint extremal extension of $S$;
(iii) $\widetilde{A}$ is a nonnegative selfadjoint extension of $S$ whose associated closed form $\widetilde{\mathfrak{t}}$ satisfies $\widetilde{\mathfrak{t}} \subset \mathfrak{t}_{\mathrm{N}}$.

Proof. (i) $\Rightarrow$ (ii) Let $\left\{f, f^{\prime}\right\} \in S$. Since $\left\{f,\left[f^{\prime}\right]\right\} \in Q \subset J^{*} \upharpoonright \mathfrak{L}=R_{\mathfrak{L}} \subset R_{\mathfrak{L}}^{* *}$ and $\left\{\left[f^{\prime}\right], f^{\prime}\right\} \in J \subset J^{* *} \subset R_{\mathfrak{L}}^{*}$, it follows that $\left\{f, f^{\prime}\right\} \in R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$, i.e., $S \subset R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$. Hence, the nonnegative selfadjoint relation $\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ is an extension of $S$.

Let $\left\{f, f^{\prime}\right\} \in \widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$. Then $\left\{f, J^{*} f\right\} \in R_{\mathfrak{L}}^{* *}$, and $\left\{J^{*} f, f^{\prime}\right\} \in R_{\mathfrak{L}}^{*}$. Therefore,

$$
\begin{equation*}
\left(f^{\prime}, f\right)=\left\langle J^{*} f, J^{*} f\right\rangle \tag{5.3}
\end{equation*}
$$

Let $\left\{h, h^{\prime}\right\} \in S$. It follows from $\left\{J^{*} f, f^{\prime}\right\} \in R_{\mathfrak{L}}^{*}$ and $\left\{h,\left[h^{\prime}\right]\right\} \in Q \subset R_{\mathfrak{L}}$, that

$$
\begin{equation*}
\left(f^{\prime}, h\right)=\left\langle J^{*} f,\left[h^{\prime}\right]\right\rangle \tag{5.4}
\end{equation*}
$$

Furthermore, it follows from $\left\{f, J^{*} f\right\} \in J^{*}$ and $\left\{\left[h^{\prime}\right], h^{\prime}\right\} \in J$, that

$$
\begin{equation*}
\left(h^{\prime}, f\right)=\left\langle\left[h^{\prime}\right], J^{*} f\right\rangle \tag{5.5}
\end{equation*}
$$

Finally, note that by definition,

$$
\begin{equation*}
\left(h^{\prime}, h\right)=\left\langle\left[h^{\prime}\right],\left[h^{\prime}\right]\right\rangle \tag{5.6}
\end{equation*}
$$

The identities (5.3)-(5.6) lead to

$$
\begin{align*}
& \left(f^{\prime}-h^{\prime}, f-h\right) \\
& \quad=\left(f^{\prime}, f\right)-\left(f^{\prime}, h\right)-\left(h^{\prime}, f\right)+\left(h^{\prime}, h\right)  \tag{5.7}\\
& \quad=\left\langle J^{*} f, J^{*} f\right\rangle-\left\langle J^{*} f,\left[h^{\prime}\right]\right\rangle-\left\langle\left[h^{\prime}\right], J^{*} f\right\rangle+\left\langle\left[h^{\prime}\right],\left[h^{\prime}\right]\right\rangle=\left\|J^{*} f-\left[h^{\prime}\right]\right\|_{\mathfrak{H}_{S}}^{2} .
\end{align*}
$$

The assumption $\left\{f, f^{\prime}\right\} \in \widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ implies that $f \in \operatorname{dom} J^{*}$, so that $J^{*} f \in \mathfrak{H}_{S}$. By definition, $\mathfrak{H}_{S}$ is the completion of $\operatorname{ran} S / \mathfrak{R}_{0}$ with respect to the norm $\|\cdot\|_{\mathfrak{H}_{S}}$. Therefore,

$$
\inf \left\{\left\|J^{*} f-\left[h^{\prime}\right]\right\|_{\mathfrak{H}_{S}}:\left\{h, h^{\prime}\right\} \in S\right\}=0
$$

so that (5.7) leads to

$$
\inf \left\{\left(f^{\prime}-h^{\prime}, f-h\right):\left\{h, h^{\prime}\right\} \in S\right\}=0
$$

This shows that the nonnegative selfadjoint extension $\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$ is extremal.
(ii) $\Rightarrow$ (iii) Assume that $\widetilde{A}$ is a nonnegative selfadjoint extension of $S$ and let $\widetilde{\mathfrak{t}}$ be the associated nonnegative closed form. Observe that the inequality $S_{\mathrm{N}} \leqslant \widetilde{A}$ is equivalent to $\mathfrak{t}_{\mathrm{N}} \leqslant \widetilde{\mathfrak{t}}$, in other words

$$
\begin{equation*}
\operatorname{dom} \widetilde{\mathfrak{t}} \subset \operatorname{dom} \mathfrak{t}_{\mathrm{N}}, \quad \mathfrak{t}_{\mathrm{N}}[f, f] \leqslant \widetilde{\mathfrak{t}}[f, f], \quad f \in \operatorname{dom} \widetilde{\mathfrak{t}} \tag{5.8}
\end{equation*}
$$

cf. Theorem 4.3 of [17]. Let $\left\{f, f^{\prime}\right\} \in \widetilde{A}$ and $\left\{h, h^{\prime}\right\} \in S$. It follows from

$$
\operatorname{dom} \widetilde{A} \subset \operatorname{dom} \widetilde{A}^{1 / 2}=\operatorname{dom} \tilde{\mathfrak{t}} \subset \operatorname{dom} \mathfrak{t}_{\mathrm{N}}=\operatorname{dom} J^{*}
$$

that $\left\{f, J^{*} f\right\} \in J^{*}$. Together with $\left\{\left[h^{\prime}\right], h^{\prime}\right\} \in J$ this leads to

$$
\begin{equation*}
\left(h^{\prime}, f\right)=\left\langle\left[h^{\prime}\right], J^{*} f\right\rangle \tag{5.9}
\end{equation*}
$$

Furthermore, by definition (see (3.1))

$$
\begin{equation*}
\left(h^{\prime}, h\right)=\left\langle\left[h^{\prime}\right],\left[h^{\prime}\right]\right\rangle . \tag{5.10}
\end{equation*}
$$

Finally, note that $\left\{h, h^{\prime}\right\},\left\{f, f^{\prime}\right\} \in \widetilde{A}$ imply that

$$
\begin{equation*}
\left(h^{\prime}, f\right)=\left(h, f^{\prime}\right) \tag{5.11}
\end{equation*}
$$

The identities (5.9)-(5.11) show that for all $\left\{f, f^{\prime}\right\} \in \widetilde{A}$ and $\left\{h, h^{\prime}\right\} \in S$

$$
\begin{equation*}
\left(f^{\prime}-h^{\prime}, f-h\right)-\left\|J^{*} f-\left[h^{\prime}\right]\right\|_{\mathfrak{H}_{S}}^{2}=\left(f^{\prime}, f\right)-\left\langle J^{*} f, J^{*} f\right\rangle . \tag{5.12}
\end{equation*}
$$

Now assume in addition that the nonnegative selfadjoint extension $\widetilde{A}$ of $S$ is extremal. Let $\left\{f, f^{\prime}\right\} \in \widetilde{A}$ and let $\varepsilon>0$. By ( 0.10 ) there exists an element $\left\{h, h^{\prime}\right\} \in S$ such that

$$
\begin{equation*}
\left(f^{\prime}-h^{\prime}, f-h\right)<\varepsilon . \tag{5.13}
\end{equation*}
$$

Clearly $\left\{f-h, f^{\prime}-h^{\prime}\right\} \in \widetilde{A}$ and by (5.8) it follows that

$$
\begin{equation*}
\mathfrak{t}_{\mathrm{N}}[f-h, f-h] \leqslant \widetilde{\mathfrak{t}}[f-h, f-h]=\left(f^{\prime}-h^{\prime}, f-h\right) . \tag{5.14}
\end{equation*}
$$

Recall that $\left\{h, h^{\prime}\right\} \in S$ implies that $\left\{h,\left[h^{\prime}\right]\right\} \in Q \subset J^{*}$, so that according to Theorem 3.3

$$
\begin{equation*}
\mathfrak{t}_{\mathrm{N}}[f-h, f-h]=\left\langle J^{*}(f-h), J^{*}(f-h)\right\rangle=\left\|J^{*} f-\left[h^{\prime}\right]\right\|_{\mathfrak{H}_{S}}^{2} . \tag{5.15}
\end{equation*}
$$

A combination of (5.13), (5.14), and (5.15) leads to

$$
\begin{equation*}
0 \leqslant\left(f^{\prime}-h^{\prime}, f-h\right)-\left\|J^{*} f-\left[h^{\prime}\right]\right\|_{\mathfrak{H}_{S}}^{2}<\varepsilon . \tag{5.16}
\end{equation*}
$$

Now combine the inequality (5.16) with the identity (5.12) to obtain

$$
0 \leqslant\left(f^{\prime}, f\right)-\left\langle J^{*} f, J^{*} f\right\rangle<\varepsilon
$$

where $\left\{f, f^{\prime}\right\} \in \widetilde{A}$ and $\varepsilon>0$ is arbitrary. Hence

$$
\left(f^{\prime}, f\right)=\left\langle J^{*} f, J^{*} f\right\rangle=\mathfrak{t}_{\mathrm{N}}[f, f]
$$

for all $\left\{f, f^{\prime}\right\} \in \widetilde{A}$, and, by polarization,

$$
\left(f^{\prime}, g\right)=\mathfrak{t}_{\mathrm{N}}[f, g], \quad\left\{f, f^{\prime}\right\},\left\{g, g^{\prime}\right\} \in \widetilde{A}
$$

Therefore the restriction to $\operatorname{dom} \widetilde{A}$ of the form $\widetilde{\mathfrak{t}}$ is a restriction of the form $\mathfrak{t}_{\mathrm{N}}$. Since the form $\mathfrak{t}_{N}$ is closed, the inclusion $\tilde{\mathfrak{t}} \subset \mathfrak{t}_{\mathrm{N}}$ holds too.
(iii) $\Rightarrow$ (i) Assume that $\widetilde{A}$ is a nonnegative selfadjoint extension of $S$ such that the closed form $\tilde{\mathfrak{t}}$ associated to $\widetilde{A}$ satisfies the inclusion $\widetilde{\mathfrak{t}} \subset \mathfrak{t}_{N}$. Define the subspace $\mathfrak{L}$ by $\mathfrak{L}=\operatorname{dom} \widetilde{\mathfrak{t}}$. Then $\mathfrak{L}$ satisfies the relation (5.1). Let $R_{\mathfrak{L}}$ be the operator given by (5.2). Then
$\widetilde{\mathfrak{t}}[f, g]=\mathfrak{t}_{\mathrm{N}}[f, g]=\left\langle J^{*} \upharpoonright_{\mathfrak{L}} f, J^{*} \upharpoonright_{\mathfrak{L}} g\right\rangle=\left\langle R_{\mathfrak{L}} f, R_{\mathfrak{L}} g\right\rangle=\left\langle R_{\mathfrak{L}}^{* *} f, R_{\mathfrak{L}}^{* *} g\right\rangle, \quad f, g \in \mathfrak{L}$,
and thus the linear relation $\widetilde{A}$ coincides with $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$, cf. [22], and Proposition 5.2 of [17].

COROLLARY 5.2. There is a one-to-one correspondence between the closed restrictions $\tilde{\mathfrak{t}}$ of $\mathfrak{t}_{\mathrm{N}}$ with $\operatorname{dom} S \subset \operatorname{dom} \tilde{\mathfrak{t}}$, i.e.,

$$
\widetilde{\mathfrak{t}}[f, g]=\left\langle R_{\mathfrak{L}} f, R_{\mathfrak{L}} g\right\rangle, \quad f, g \in \mathfrak{L}=\operatorname{dom} \widetilde{\mathfrak{t}}
$$

and the extremal nonnegative selfadjoint extensions $\widetilde{A}$ of $S$, given by

$$
\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}, \quad \mathfrak{L}=\operatorname{dom} \widetilde{A}^{1 / 2}
$$

Proof. Let $\widetilde{\mathfrak{t}}$ be a closed restriction of the form $\mathfrak{t}_{N}$ with $\operatorname{dom} S \subset \operatorname{dom} \tilde{\mathfrak{t}}=: \mathfrak{L}$. Then

$$
\widetilde{\mathfrak{t}}[f, g]=\mathfrak{t}_{\mathrm{N}}[f, g]=\left\langle J^{*} f, J^{*} g\right\rangle=\left\langle R_{\mathfrak{L}} f, R_{\mathfrak{L}} g\right\rangle, \quad f, g \in \mathfrak{L},
$$

and the closedness of the form $\tilde{\mathfrak{t}}$ implies that the operator $R_{\mathfrak{L}}$ is closed. Thus, $R_{\mathfrak{L}}=R_{\mathscr{L}}^{* *}$ and by Theorem 5.1 $\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}$ is an extremal extension of $S$ with $\mathfrak{L}=\operatorname{dom} \widetilde{A}^{1 / 2}$.

The mapping $\widetilde{\mathfrak{t}} \rightarrow \widetilde{A}$ is surjective, since if $\widetilde{A}$ is an extremal nonnegative selfadjoint extension of $S$, then with $\mathfrak{L}=\operatorname{dom} \widetilde{A}^{1 / 2}$ one has $\operatorname{dom} R_{\mathfrak{L}}=\mathfrak{L}=$ $\operatorname{dom} \widetilde{\mathfrak{t}}=\operatorname{dom} R_{\mathfrak{L}}^{* *}$ and $R_{\mathfrak{L}}^{* *}=R_{\mathfrak{L}}$. Moreover, $\widetilde{A}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}$ and $\widetilde{\mathfrak{t}}[f, g]=\left\langle R_{\mathfrak{L}} f, R_{\mathfrak{L}} g\right\rangle$ is closed since $R_{\mathfrak{L}}$ is closed.

To see that the mapping is injective, let $\widetilde{\mathfrak{t}}_{1}$ and $\widetilde{\mathfrak{t}}_{2}$ be closed restrictions of $\mathfrak{t}_{\mathrm{N}}$ such that $\operatorname{dom} S \subset \operatorname{dom} \widetilde{\mathfrak{t}}_{i}, i=1,2$, for which the corresponding selfadjoint extensions coincide, i.e.,

$$
R_{\mathfrak{L}_{1}}^{*} R_{\mathfrak{L}_{1}}=R_{\mathfrak{L}_{2}}^{*} R_{\mathfrak{L}_{2}} .
$$

This implies that dom $\widetilde{\mathfrak{t}}_{1}=\operatorname{dom} \widetilde{\mathfrak{t}}_{2}$ and since $\widetilde{\mathfrak{t}}_{i} \subset \mathfrak{t}_{\mathrm{N}}, i=1,2$, the equality $\widetilde{\mathfrak{t}}_{1}=\widetilde{\mathfrak{t}}_{2}$ follows.

The one-to-one correspondence in Corollary 5.2 is between the extremal nonnegative selfadjoint extensions $\widetilde{A}$ of $S$ and the closed restrictions $\tilde{\mathfrak{t}}$ of the form $\mathfrak{t}_{\mathrm{N}}$ to the subspaces $\mathfrak{L}\left(=\operatorname{dom} \widetilde{A}^{1 / 2}\right)$ which satisfy

$$
\operatorname{dom} S \subset \mathfrak{L} \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}
$$

or, equivalently,

$$
\operatorname{dom} S_{\mathrm{F}}^{1 / 2} \subset \mathfrak{L} \subset \operatorname{dom} S_{\mathrm{N}}^{1 / 2}
$$

and which are closed subspaces in the form topology of $\mathfrak{t}_{N}$. If, for instance, $\mathfrak{L}$ is any subspace satisfying

$$
\operatorname{dom} S \subset \mathfrak{L} \subset \operatorname{dom} S_{\mathrm{F}}^{1 / 2}
$$

and $R_{\mathfrak{L}}=J^{*} \mid \mathfrak{L}$, then $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}=S_{\mathrm{F}}$, since $R_{\mathfrak{L}}$ has the same closure as $Q=$ $J^{*} \upharpoonright \operatorname{dom} S$. In particular, the choice $\mathfrak{L}=\operatorname{dom} S_{\mathrm{F}}^{1 / 2}, R_{\mathfrak{L}}=J^{*} \upharpoonright \operatorname{dom} S_{\mathrm{F}}^{1 / 2}$, gives the closure of the operator $Q$.

The next result reflects some further similar facts, cf. Proposition 4.5 of [4].

THEOREM 5.3. Let $S$ be a nonnegative relation in a Hilbert space $\mathfrak{H}$, let $\widetilde{A}$ be a nonnegative selfadjoint extension of $S$, and let $\mathfrak{L}:=\operatorname{dom} \widetilde{A}$. Then:
(i) $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *} \leqslant \widetilde{A}$;
(ii) if $H$ is an extremal nonnegative selfadjoint extension of $S$, such that

$$
\begin{equation*}
R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *} \leqslant H \leqslant \widetilde{A}, \tag{5.17}
\end{equation*}
$$

then $H=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$;
(iii) $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}=\widetilde{A}$ if and only if $\widetilde{A}$ is an extremal nonnegative selfadjoint extension of $S$.

Proof. (i) Let $\widetilde{A}_{\mathfrak{L}}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}$, let $\widetilde{\mathfrak{t}}_{\mathfrak{L}}$ be the closed form corresponding to the selfadjoint relation $\widetilde{A}_{\mathfrak{L}}$, and let $\widetilde{\mathfrak{t}}$ be the closed form corresponding to $\widetilde{A}$. Then $\operatorname{dom} \widetilde{A}=\mathfrak{L} \subset \operatorname{dom} \widetilde{\mathfrak{t}}_{\mathfrak{L}}$ and the inequality $S_{\mathrm{N}} \leqslant \widetilde{A}$ leads to

$$
\begin{equation*}
\widetilde{\mathfrak{t}}_{\mathfrak{L}}[f, f]=\left\|R_{\mathfrak{L}}^{* *} f\right\|_{\mathfrak{H}_{S}}^{2}=\mathfrak{t}_{\mathrm{N}}[f, f] \leqslant \widetilde{\mathfrak{t}}[f, f], \quad f \in \operatorname{dom} \widetilde{A} . \tag{5.18}
\end{equation*}
$$

Therefore $\widetilde{A}_{\mathfrak{L}} \leqslant \widetilde{A}$ by Theorem 4.3 of [17].
(ii) Let $H$ be an extremal extension of $S$ such that (5.17) holds and let $\widetilde{\mathfrak{t}}_{H}$ be the closed form associated to $H$. Then $\operatorname{dom} \widetilde{A} \subset \operatorname{dom} \widetilde{\mathfrak{t}}_{H}$ and according to Theorem 5.1 one has $\tilde{\mathfrak{t}}_{H} \subset \mathfrak{t}_{\mathrm{N}}$. Therefore (5.18) gives

$$
\tilde{\mathfrak{t}}_{\mathfrak{L}}[f, g]=\tilde{\mathfrak{t}}_{H}[f, g], \quad f, g \in \operatorname{dom} \widetilde{A}
$$

Since $\mathfrak{L}=\operatorname{dom} \widetilde{A}$ is a core for both $\tilde{\mathfrak{t}}_{\mathfrak{L}}$ and $\tilde{\mathfrak{t}}_{H}$, the equality $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}=H$ follows.
(iii) Let $\widetilde{A}$ be an extremal extension of $S$. Then (i) and (ii) with $H=\widetilde{A}$ imply that $R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *}=\widetilde{A}$. The converse statement is clear by Theorem 5.1.

In the context of closed sectorial relations the equivalence (ii) $\Leftrightarrow$ (iii) in Theorem 5.1 goes back to Arlinskiĭ [3]. The factorization of the extremal extensions of $S$ in Theorem 5.1 leads to an explicit representation of the closed forms associated with the extremal extensions of $S$ along the lines of the densely defined case in [4].

## 6. THE CASE OF BOUNDED NONNEGATIVE OPERATORS

The constructions and the results in Section 3 and Section 5 can be made more explicit if the underlying nonnegative relation $S$ is a bounded operator. In particular, this leads to an interpretation of the completion problem (0.1) as an extension problem as announced in the introduction.
6.1. SOME GENERAL REMARKS. Let $S$ be a closed bounded nonnegative operator in the Hilbert space $\mathfrak{H}$. Decompose the Hilbert space $\mathfrak{H}$ as $\mathfrak{H}=\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$, where $\operatorname{dom} S=\mathfrak{H}_{1}$. Then the operator $S$ has the block decomposition

$$
\begin{equation*}
S=\binom{S_{11}}{S_{21}}: \mathfrak{H}_{1} \rightarrow\binom{\mathfrak{H}_{1}}{\mathfrak{H}_{2}} \tag{6.1}
\end{equation*}
$$

where $S_{11} \in\left[\mathfrak{H}_{1}\right]$ is nonnegative and $S_{21} \in\left[\mathfrak{H}_{1}, \mathfrak{H}_{2}\right]$. By Lemma 1.2 the adjoint of $S$ in $\mathfrak{H}$ is the closed linear relation given by

$$
\begin{equation*}
S^{*}=\left\{\left\{\binom{h_{1}}{h_{2}},\binom{S_{11} h_{1}+S_{21}^{*} h_{2}}{\beta}\right\}: h_{1} \in \mathfrak{H}_{1}, h_{2}, \beta \in \mathfrak{H}_{2}\right\} \tag{6.2}
\end{equation*}
$$

and, in particular, it follows from (6.2) that

$$
\operatorname{mul} S^{*}=\{0\} \oplus \mathfrak{H}_{2}
$$

The results from the earlier sections will be completely described in terms of the operators $S_{11}$ and $S_{21}$. Since the operator $S$ is nonnegative, it follows from Lemma 3.1 that the space $\mathfrak{R}_{0}$ in (3.3) is given by

$$
\mathfrak{R}_{0}=S\left(\operatorname{ker} S_{11}\right)=\{0\} \oplus \operatorname{ran}\left(S_{21} \upharpoonright \operatorname{ker} S_{11}\right)
$$

The linear operator $Q$ from $\mathfrak{H}$ to $\mathfrak{H}_{S}$ in (3.6) is given by

$$
\begin{equation*}
Q=\left\{\left\{\binom{h_{1}}{0},\left[\binom{S_{11} h_{1}}{S_{21} h_{1}}\right]\right\}: h_{1} \in \mathfrak{H}_{1}\right\} \tag{6.3}
\end{equation*}
$$

and the linear relation $J$ from $\mathfrak{H}_{S}$ to $\mathfrak{H}$ in (3.7) is given by

$$
\begin{equation*}
J=\left\{\left\{\left[\binom{S_{11} h_{1}}{S_{21} h_{1}}\right],\binom{S_{11} h_{1}}{S_{21} h_{1}}\right\}: h_{1} \in \mathfrak{H}_{1}\right\} \tag{6.4}
\end{equation*}
$$

so that mul $J=\mathfrak{R}_{0}=\{0\} \oplus \operatorname{ran}\left(S_{21} \upharpoonright\right.$ ker $\left.S_{11}\right)$. Introduce the linear spaces

$$
\mathfrak{M}_{0}:=\operatorname{ran} S_{11}^{1 / 2}, \quad \mathfrak{M}:=\overline{\operatorname{ran}} S_{11}^{1 / 2}=\overline{\operatorname{ran}} S_{11}
$$

so that $\mathfrak{M}$ is a closed subspace of $\mathfrak{H}_{1}$ (with the original topology). Define the linear relation $T_{0}$ from $\mathfrak{M}$ to $\mathfrak{H}_{S}$ by

$$
T_{0}=\left\{\left\{S_{11}^{1 / 2} h_{1},\left[\binom{S_{11} h_{1}}{S_{21} h_{1}}\right]\right\}: h_{1} \in \mathfrak{H}_{1}\right\}
$$

so that

$$
\left\|S_{11}^{1 / 2} h_{1}\right\|=\left\|\left[\binom{S_{11} h_{1}}{S_{21} h_{1}}\right]\right\|_{\mathfrak{H}_{S}}, \quad h_{1} \in \mathfrak{H}_{1}
$$

where the norm in the righthand side is induced by the inner product (3.5). Thus, the relation $T_{0}$ is isometric from $\mathfrak{M}_{0}$ onto ran $S / \mathfrak{R}_{0}$; and, in fact, $T_{0}$ is an operator. Hence, the closure $T$ of $T_{0}$ is a closed isometric operator from the Hilbert space $\mathfrak{M}$ onto the Hilbert space $\mathfrak{H}_{S}$. Define the linear operator $Q_{1}$ from $\mathfrak{H}$ to $\mathfrak{M}$ by

$$
\begin{equation*}
Q_{1}=\left\{\left\{\binom{h_{1}}{0}, S_{11}^{1 / 2} h_{1}\right\}: h_{1} \in \mathfrak{H}_{1}\right\} \tag{6.5}
\end{equation*}
$$

so that $Q_{1}$ is not densely defined in $\mathfrak{H}$; in fact, dom $Q_{1}=\mathfrak{H}_{1}$. Define the linear relation $J_{1}$ from $\mathfrak{M}$ to $\mathfrak{H}$ by

$$
\begin{equation*}
J_{1}=\left\{\left\{S_{11}^{1 / 2} h_{1},\binom{S_{11} h_{1}}{S_{21} h_{1}}\right\}: h_{1} \in \mathfrak{H}_{1}\right\} \tag{6.6}
\end{equation*}
$$

so that mul $J_{1}=\{0\} \oplus \operatorname{ran}\left(S_{21} \upharpoonright \operatorname{ker} S_{11}\right)$. Comparison of the definitions (6.3) and (6.5) shows that the linear operators $Q_{1}$ and $Q$ are connected by

$$
Q_{1}=T^{*} Q,
$$

and comparison of the definitions (6.4) and (6.6) shows that the linear relations $J_{1}$ and $J$ are connected by

$$
J_{1}=J T
$$

The adjoints of $Q$ and $J$ have to be taken in terms of the Hilbert spaces $\mathfrak{H}_{S}$ and $\mathfrak{H}$. However, the relations $Q_{1}$ and $J_{1}$ are in the original Hilbert space and, hence, so are their adjoints.

Lemma 6.1. The operator $Q_{1}$ in (6.5) is a closed operator, so that $Q_{1}^{* *}=Q_{1}$. The adjoint $Q_{1}^{*}$ of $Q_{1}$ is given by

$$
\begin{equation*}
Q_{1}^{*}=\left\{\left\{g_{1},\binom{S_{11}^{1 / 2} g_{1}}{g_{2}}\right\}: g_{1} \in \mathfrak{M}, g_{2} \in \mathfrak{H}_{2}\right\} \tag{6.7}
\end{equation*}
$$

and $\mathrm{mul} Q_{1}^{*}=\mathfrak{H}_{2}$.
Proof. Apply Lemma 1.2 to (1.4) with $\mathfrak{K}_{1}=\mathfrak{H}_{1}, \mathfrak{K}_{2}=\mathfrak{H}_{2}, \mathfrak{H}_{1}=\mathfrak{M}, \mathfrak{Y} \subset$ $\mathfrak{H}_{2}=\varnothing, D=\{0,0\}$, and $B=S_{11}^{1 / 2}$. Then clearly $D^{*}=\mathfrak{M} \times \mathfrak{H}_{2}$ and (1.7) leads to (6.7).

Define the linear relation $W$ from $\mathfrak{M}$ to $\mathfrak{H}_{2}$ as follows

$$
W=\left\{\left\{S_{11}^{1 / 2} g, S_{21} g\right\}: g \in \mathfrak{H}_{1}\right\}
$$

so that $W$ is densely defined and $\{0\} \oplus \operatorname{mul} W=\mathfrak{R}_{0}$. The adjoint $V=W^{*}$ is a closed operator from $\mathfrak{H}_{2}$ to $\mathfrak{M}$ given by

$$
V=\left\{\{h, k\}: S_{11}^{1 / 2} k=S_{21}^{*} h\right\}
$$

The definition of $\mathfrak{M}$ shows directly that

$$
\begin{equation*}
\operatorname{dom} V=\left\{h: S_{21}^{*} h \in \operatorname{ran} S_{11}^{1 / 2}\right\} \tag{6.8}
\end{equation*}
$$

and $S_{11}^{1 / 2} V h=S_{21}^{*} h, h \in \operatorname{dom} V$. In fact, the operator $V$ is given by

$$
V=S_{11}^{(-1 / 2)} S_{21}^{*}
$$

where $S_{11}^{(-1 / 2)}$ is the pseudo-inverse of $S_{11}^{1 / 2}$ defined as the operator that assigns to an element in ran $S_{11}^{1 / 2}$ its uniquely defined original in $\mathfrak{H}_{1} \ominus \operatorname{ker} S_{11}=\overline{\operatorname{ran}} S_{11}=$ $\mathfrak{M}$. Observe that

$$
\begin{equation*}
S_{11}^{1 / 2} V=S_{21}^{*} \upharpoonright \operatorname{dom} V \tag{6.9}
\end{equation*}
$$

The identity $V^{*}=W^{* *}$ shows that $W$ is closable if and only if $V$ is densely defined. It is clear from (6.6) that $J_{1}$ can be rewritten in the form

$$
\begin{equation*}
J_{1}=\left\{\left\{h_{1},\binom{S_{11}^{1 / 2} h_{1}}{k_{1}}\right\}:\left\{h_{1}, k_{1}\right\} \in W\right\} . \tag{6.10}
\end{equation*}
$$

Lemma 6.2. Let the relation $J_{1}$ from $\mathfrak{M}$ to $\mathfrak{H}$ be defined by (6.6). Then $J_{1}^{*}$ is an operator from $\mathfrak{H}$ to $\mathfrak{M}$ given by

$$
\begin{equation*}
J_{1}^{*}=\left\{\left\{\binom{g_{1}}{g_{2}}, S_{11}^{1 / 2} g_{1}+V g_{2},\right\}: g_{1} \in \mathfrak{H}_{1}, g_{2} \in \operatorname{dom} V\right\} \tag{6.11}
\end{equation*}
$$

Its adjoint relation $J_{1}^{* *}$ from $\mathfrak{M}$ to $\mathfrak{H}$ is given by

$$
\begin{equation*}
J_{1}^{* *}=\left\{\left\{\alpha,\binom{S_{11}^{1 / 2} \alpha}{\beta}\right\}:\{\alpha, \beta\} \in V^{*}\right\} \tag{6.12}
\end{equation*}
$$

and $\mathrm{mul} J_{1}^{* *}=\operatorname{mul} V^{*}$.
Proof. Apply Lemma 1.2 with $\mathfrak{X} \subset \mathfrak{H}_{2}=\varnothing$ and $\mathfrak{H}=\mathfrak{H}_{1}$ to obtain (6.11) from (6.10). In fact, (6.12) is a direct consequence of (6.10). The description of mul $J_{1}^{* *}$ is a consequence of (6.12), see also (1.9).

With the above identification of the spaces $\mathfrak{H}_{S}$ and $\mathfrak{M}$ under the isometry $T$, it is possible to translate the results involving $Q$ and $J$ in terms of $Q_{1}$ and $J_{1}$. It will be helpful to use the following notations

$$
Q_{1}=\left(\begin{array}{ll}
S_{11}^{1 / 2} & O
\end{array}\right), \quad Q_{1}^{*}=\binom{S_{11}^{1 / 2}}{O^{*}}
$$

where $O$ stands for the trivial linear relation from $\mathfrak{H}_{2}$ to $\mathfrak{M}$, so that $O^{*}=\mathfrak{M} \times \mathfrak{H}_{2}$, and

$$
J_{1}^{*}=\left(\begin{array}{ll}
S_{11}^{1 / 2} & V
\end{array}\right), \quad J_{1}^{* *}=\binom{S_{11}^{1 / 2}}{V^{*}}
$$

6.2. The KreĬn-von Neumann and the Friedrichs extensions. The following result is a straightforward translation of Theorem 3.3.

THEOREM 6.3. Let $S$ in (6.1) be a closed bounded nonnegative operator in $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ with $\operatorname{dom} S=\mathfrak{H}_{1}$. Then the Kreĭn-von Neumann extension $S_{\mathrm{N}}$ of $S$ is given by

$$
S_{\mathrm{N}}=\binom{S_{11}^{1 / 2}}{V^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & V \tag{6.13}
\end{array}\right)
$$

and the corresponding closed form $\mathfrak{t}_{\mathrm{N}}$ is given by

$$
\begin{equation*}
\mathfrak{t}_{\mathrm{N}}\left[\binom{h_{1}}{h_{2}}\right]=\left\|S_{11}^{1 / 2} h_{1}+V h_{2}\right\|^{2}, \quad h_{1} \in \mathfrak{H}_{1}, h_{2} \in \operatorname{dom} V \tag{6.14}
\end{equation*}
$$

Furthermore, the Friedrichs extension $S_{F}$ of $S$ is given by

$$
S_{\mathrm{F}}=\binom{S_{11}^{1 / 2}}{O^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & O \tag{6.15}
\end{array}\right)
$$

and the corresponding closed form $\mathfrak{t}_{\mathrm{F}}$ is given by

$$
\begin{equation*}
\mathfrak{t}_{\mathrm{F}}\left[\binom{h_{1}}{0}\right]=\left\|S_{11}^{1 / 2} h_{1}\right\|^{2}, \quad h_{1} \in \mathfrak{H}_{1} . \tag{6.16}
\end{equation*}
$$

Proof. First consider the Kreĭn-von Neumann extension. Lemma 1.3 and (6.6) lead to

$$
\begin{equation*}
J_{1}^{*}=T^{*} J^{*}, \quad J_{1}^{* *}=J^{* *} T . \tag{6.17}
\end{equation*}
$$

By multiplying the relations in (6.17) it follows that

$$
J_{1}^{* *} J_{1}^{*}=J^{* *} T T^{*} J^{*}=J^{* *} J^{*}
$$

and hence $J_{1}^{* *} J_{1}^{*}=J^{* *} J^{*}=S_{\mathrm{N}}$ by Theorem 3.3. Hence (6.14) is clear, see Proposition 5.2 in [17].

Now consider the Friedrichs extension. Lemma 1.3 and (6.5) lead to

$$
\begin{equation*}
Q_{1}^{*}=Q^{*} T, \quad Q_{1}^{* *}=T^{*} Q^{* *} \tag{6.18}
\end{equation*}
$$

By multiplying the relations in (6.18) one obtains

$$
Q_{1}^{*} Q_{1}^{* *}=Q^{*} T T^{*} Q^{* *}=Q^{*} Q^{* *}
$$

and hence $Q_{1}^{*} Q_{1}^{* *}=Q^{*} Q^{* *}=S_{\mathrm{F}}$ by Theorem 3.3. Hence (6.16) is clear, see Proposition 5.2 in [17].

The factorizations in (6.13) and (6.15) may be rewritten more explicitly. It follows from (6.13) that

$$
\begin{align*}
S_{\mathrm{N}}=\left\{\left\{\binom{h_{1}}{h_{2}},\right.\right. & \left.\binom{S_{11} h_{1}+S_{11}^{1 / 2} V h_{2}}{\beta}\right\}:  \tag{6.19}\\
& \left.h_{1} \in \mathfrak{H}_{1}, h_{2} \in \operatorname{dom} V,\left\{S_{11}^{1 / 2} h_{1}+V h_{2}, \beta\right\} \in V^{*}\right\}
\end{align*}
$$

Observe that according to (6.9) one has $S_{11}^{1 / 2} V \subset S_{21}^{*}$, which shows that the righthand side of (6.19) is indeed a restriction of the righthand side of (6.2). Furthermore, note that it also follows from (6.9) that $\left\{S_{11}^{1 / 2} h_{1}, S_{21} h_{1}\right\} \in V^{*}$. Hence $S_{\mathrm{N}}$ may be also written as

$$
S_{\mathrm{N}}=\left(\begin{array}{cc}
S_{11} & S_{12} \\
S_{21} & V^{*} V
\end{array}\right)
$$

It follows from (6.15) that

$$
S_{\mathrm{F}}=\left\{\left\{\binom{h_{1}}{0},\binom{S_{11} h_{1}}{\varphi}\right\}: h_{1} \in \mathfrak{H}_{1}, \varphi \in \mathfrak{H}_{2}\right\} .
$$

As a consequence of (6.13) one obtains that

$$
\operatorname{mul} S_{\mathrm{N}}=\{0\} \oplus \operatorname{mul} V^{*}
$$

Hence the following corollary is straightforward.
COROLLARY 6.4. Let $S$ in (6.1) be a bounded nonnegative operator in $\mathfrak{H}_{1} \oplus \mathfrak{H}_{2}$ with $\operatorname{dom} S=\mathfrak{H}_{1}$. Then the following conditions are equivalent:
(i) $S_{N}$ is an operator;
(ii) $W$ is a closable operator from $\mathfrak{M}$ to $\mathfrak{H}_{2}$;
(iii) $V$ is a densely defined operator from $\mathfrak{H}_{2}$ to $\mathfrak{M}$.

Furthermore, the following conditions are equivalent:
(iv) $S_{\mathrm{N}} \in[\mathfrak{H}]$;
(v) $W \in\left[\mathfrak{M}, \mathfrak{H}_{2}\right]$;
(vi) $V \in\left[\mathfrak{H}_{2}, \mathfrak{M}\right]$.

The conditions (i), (ii), and (iii) are equivalent to $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ being disjoint, cf. Proposition in 4.11. The conditions (iv), (v), and (vi) are equivalent to $S_{\mathrm{N}}$ and $S_{\mathrm{F}}$ being transversal, cf. Proposition in 4.13.

Corollary 6.5. Let $S$ in (6.1) be a bounded nonnegative operator in $\mathfrak{H}$. Then the following statements are equivalent:
(i) $S_{\mathrm{F}}=S_{\mathrm{N}}$, i.e. S has a unique nonnegative selfadjoint extension;
(ii) $\operatorname{dom} V=\{0\}$;
(iii) $\operatorname{ran} S_{11}^{1 / 2} \cap \operatorname{ran} S_{21}^{*}=\{0\}$ and $\operatorname{ker} S_{21}^{*}=\{0\}$.

Proof. (i) $\Leftrightarrow$ (ii) Comparing (6.14) and (6.16) in Theorem 6.3 it is clear that $S_{\mathrm{N}}=S_{\mathrm{F}}$ if and only if dom $V=\{0\}$.
(ii) $\Leftrightarrow$ (iii) This follows from (6.8).

The equivalence of the items (i), (ii), and (iii) in Corollary 6.4 can be found in [16] under the technical condition that ker $S_{11}=\{0\}$. Items (iv), (v), and (vi) in Corollary 6.4 go back to [1]. The condition (vi) is equivalent to the condition $\operatorname{ran} S_{21}^{*} \subset \operatorname{ran} S_{11}^{1 / 2}$.
6.3. Extremal extensions. In order to consider the extremal extensions of $S$, let $\mathfrak{L}_{2}$ be any (not necessarily closed) subspace of $\mathfrak{H}_{2}$ such that $\mathfrak{L}_{2} \subset \operatorname{dom} V$, let $R_{\mathfrak{L}}$ be the operator from $\mathfrak{H}$ to $\mathfrak{H}_{S}$ given by

$$
\begin{equation*}
R_{\mathfrak{L}}=J^{*} \mid \mathfrak{H}_{1} \oplus \mathfrak{L}_{2} \tag{6.20}
\end{equation*}
$$

and let $R_{1 \mathfrak{L}}$ be the operator from $\mathfrak{H}$ to $\mathfrak{M}$, defined by

$$
\begin{equation*}
R_{1 \mathfrak{L}}=\left\{\left\{\binom{g_{1}}{g_{2}}, S_{11}^{1 / 2} g_{1}+V g_{2},\right\}: g_{1} \in \mathfrak{H}_{1}, g_{2} \in \mathfrak{L}_{2}\right\} . \tag{6.21}
\end{equation*}
$$

Comparison of the definitions (6.20) and (6.21) shows that the linear operators $R_{1 \mathfrak{L}}$ and $R_{\mathfrak{L}}$ are connected by $R_{1 \mathfrak{L}}=T^{*} R_{\mathfrak{L}}$, so that

$$
\begin{equation*}
R_{1 \mathfrak{L}}^{*} R_{1 \mathfrak{L}}^{* *}=R_{\mathfrak{L}}^{*} R_{\mathfrak{L}}^{* *} . \tag{6.22}
\end{equation*}
$$

The following notation turns out to be useful: the restriction $V \upharpoonright \mathfrak{I}_{2}$ will be denoted by $V_{\mathfrak{E}_{2}}$.

Lemma 6.6. Let the operator $R_{1 \mathfrak{L}}$ from $\mathfrak{H}$ to $\mathfrak{M}$ be defined by (6.21). Then the relation $R_{1 \mathfrak{L}}^{*}$ from $\mathfrak{M}$ to $\mathfrak{H}$ is given by

$$
\begin{equation*}
R_{1 \mathfrak{L}}^{*}=\left\{\left\{\alpha,\binom{S_{11}^{1 / 2} \alpha}{\beta}\right\}:\{\alpha, \beta\} \in V_{\mathfrak{R}_{2}}^{*}\right\}, \tag{6.23}
\end{equation*}
$$

and the operator $R_{1 \mathfrak{L}}^{* *}$ from $\mathfrak{H}$ to $\mathfrak{M}$ is given by

$$
\begin{equation*}
R_{1 \mathfrak{L}}^{* *}=\left\{\left\{\binom{g_{1}}{g_{2}}, S_{11}^{1 / 2} g_{1}+V_{\mathfrak{L}_{2}}^{* *} g_{2}\right\}, g_{1} \in \mathfrak{H}_{1}, g_{2} \in \operatorname{dom} V_{\mathfrak{L}_{2}}^{* *}\right\} . \tag{6.24}
\end{equation*}
$$

Proof. Again the statements in (6.23) and (6.24) are obtained from Lemma 1.2. Observe that $V_{\mathfrak{L}_{2}}^{* *}$ is an operator as a restriction of the closed operator $V$. The identity (6.24) follows also directly from (6.21).

Now, taking into account (6.22) and Lemma 6.6, a characterization of all nonnegative extremal extensions of $S$ can be easily obtained via Theorem 5.1. It will be helpful to use the following notation:

$$
R_{1 \mathfrak{L}}^{*}=\binom{S_{11}^{1 / 2}}{V_{\mathfrak{L}_{2}}^{*}}, \quad R_{1 \mathfrak{L}}^{* *}=\left(\begin{array}{ll}
S_{11}^{1 / 2} & V_{\mathfrak{L}_{2}}^{* *}
\end{array}\right) .
$$

Proposition 6.7. Let $S$ in (6.1) be a bounded nonnegative operator in $\mathfrak{H}=\mathfrak{H}_{1} \oplus$ $\mathfrak{H}_{2}$ with $\operatorname{dom} S=\mathfrak{H}_{1}$ and let $\widetilde{A}$ be a nonnegative selfadjoint extension of $S$. Then the following statements are equivalent:
(i) $\widetilde{A}$ is an extremal extension of $S$;
(ii) $\widetilde{A}$ is of the following form, with a subspace $\mathfrak{L}_{2}$ of $\mathfrak{H}_{2}, \mathfrak{L}_{2} \subset \operatorname{dom} V$ :

$$
\widetilde{A}=\binom{S_{11}^{1 / 2}}{V_{\mathfrak{N}_{2}}^{*}}\left(\begin{array}{ll}
S_{11}^{1 / 2} & V_{\mathfrak{L}_{2}}^{* *}
\end{array}\right)
$$

(iii) the closed form $\tilde{\mathfrak{t}}$ associated to $\widetilde{A}$ is given by

$$
\begin{equation*}
\widetilde{\mathfrak{t}}\left[\binom{h_{1}}{h_{2}}\right]=\left\|S_{11}^{1 / 2} h_{1}+V_{\mathfrak{L}_{2}}^{* *} h_{2}\right\|^{2}, \quad h_{1} \in \mathfrak{H}_{1}, h_{2} \in \operatorname{dom} V_{\mathfrak{L}_{2}}^{* *} \tag{6.25}
\end{equation*}
$$

with a subspace $\mathfrak{L}_{2}$ of $\mathfrak{H}_{2}, \mathfrak{L}_{2} \subset \operatorname{dom} V$.
Furthermore, (6.25) establishes a one-to-one correspondence between the extremal nonnegative selfadjoint extensions $\widetilde{A}$ of $S$ and the closed restrictions $V_{\mathfrak{L}_{2}}$ of $V$, or equivalently, those subspaces $\mathfrak{L}_{2} \subset$ dom $V$ for which the restriction $V_{\mathfrak{L}_{2}}$ is a closed operator.

Proof. The equivalence of the statements (i)-(iii) follows immediately from Theorem 5.1 and Lemma 6.6. As to the last statement observe, that $\widetilde{\mathfrak{t}}$ in (6.25) is closed if and only if the block operator $\left(\begin{array}{ll}S_{11}^{1 / 2} & V_{\mathfrak{L}_{2}}\end{array}\right)$ is closed. Since here $S_{11}^{1 / 2}$ is a closed bounded operator, this block operator is closed precisely when $V_{\mathfrak{R}_{2}}$ is closed.

Again, the factorization in Proposition 6.7 may be rewritten explicitly. The form of $S^{*}$ in (6.2) leads to the following representation:

$$
\begin{aligned}
\widetilde{A}=\{ & \left\{\binom{h_{1}}{h_{2}},\binom{S_{11} h_{1}+S_{11}^{1 / 2} V_{\mathfrak{L}_{2}}^{* *} h_{2}}{\beta}\right\}: \\
& \left.h_{1} \in \mathfrak{H}_{1}, h_{2} \in \operatorname{dom} V_{\mathfrak{L}_{2}}^{* *}\left\{S_{11}^{1 / 2} h_{1}+V_{\mathfrak{L}_{2}}^{* *} h_{2}, \beta\right\} \in V_{\mathfrak{L}_{2}}^{*}\right\} .
\end{aligned}
$$

It is an immediate consequence of (6.9) that $\left\{S_{11}^{1 / 2} h_{1}, S_{21} h_{1}\right\} \in V_{\mathfrak{L}_{2}}^{*}$. Therefore also $\left\{V_{\mathfrak{N}_{2}}^{* *} h_{2}, \beta-S_{21} h_{1}\right\} \in V_{\mathfrak{N}_{2}}^{*}$. Hence $\widetilde{A}$ may also be rewritten as

$$
\widetilde{A}=\left(\begin{array}{cc}
S_{11} & S_{21}^{*} \\
S_{21} & V_{\mathfrak{L}_{2}}^{*} V_{\mathfrak{L}_{2}}^{* *}
\end{array}\right)
$$

Note that mul $V_{\mathfrak{N}_{2}}^{*} V_{\mathfrak{L}_{2}}^{* *}=\operatorname{mul} V_{\mathfrak{N}_{2}}^{*}=\mathfrak{H}_{2} \ominus\left(\operatorname{clos} \mathfrak{L}_{2}\right)$.
REMARK 6.8. Clearly, Proposition 6.7 implies that an extremal extension $\widetilde{A}$ of the bounded nonnegative operator $S$ is an operator if and only if

$$
\overline{\operatorname{dom}} V_{\mathfrak{L}_{2}}=\overline{\operatorname{dom}} V_{\mathfrak{L}_{2}}^{* *}=\mathfrak{H}_{2} .
$$

Now assume that $\widetilde{A} \in[\mathfrak{H}]$ is a nonnegative extremal extension of $S$. Then, in particular, $S_{\mathrm{N}} \in[\mathfrak{H}]$ by Proposition 4.12. Furthermore, $\operatorname{dom} V_{\mathfrak{L}_{2}}^{* *}=\mathfrak{H}_{2}$ and, since $V_{\mathfrak{L}_{2}}^{* *}$ is a closed restriction of the closed operator $V$, the equality $V_{\mathfrak{R}_{2}}^{* *}=V$ follows, so that $\widetilde{A}=S_{\mathrm{N}}$. Hence, if $S_{\mathrm{N}} \in[\mathfrak{H}]$, then $S_{\mathrm{N}}$ is the only nonnegative extremal selfadjoint extension of $S$ which belongs to $[\mathfrak{H}]$.
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