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#### Abstract

When $\mathcal{A}$ is a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra, let $I_{\min }$ denote the intersection of the ideals of $\mathcal{M}(\mathcal{A})$ that properly contain $\mathcal{A}$. $I_{\min }$ coincides with the ideal defined by Lin. We prove that $I_{\min } \neq \mathcal{A}$ for several categories of $C^{*}$-algebras. If $I_{\min } \neq \mathcal{A}$, then $I_{\min } / \mathcal{A}$ is purely infinite and simple. If $\mathcal{A}$ has strict comparison of positive elements by traces then $I_{\min }=I_{\text {cont }}$, the closure of the linear span of the elements $A \in \mathcal{M}(\mathcal{A})_{+}$such that the evaluation map $\widehat{A}(\tau)=\tau(A)$ is continuous. In particular, $I_{\text {min }} \neq I_{\text {cont }}$ for certain Villadsen's AH-algebras.
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## INTRODUCTION

The ideal structure of the multiplier algebra of a simple, $\sigma$-unital non-unital non-elementary, $C^{*}$-algebra $\mathcal{A}$ has received over the years a lot of attention. In this paper we will focus on the study of the smallest (closed) ideal properly containing $\mathcal{A}$. Lin ([16], Lemma 2) gave a constructive proof of the existence of such a smallest ideal for AF-algebras in terms of the tracial simplex of the algebra (see Subsection 2.2).

Then Lin and Zhang [20], proved that every simple, separable, non-unital, non-elementary $C^{*}$-algebra with property (SP) and with an approximate identity of projections (such algebras do not need to have real rank zero) contains an $\ell^{1}$ sequence of projections (see Definition 2.8 for a generalization). Furthermore, all the principal ideals generated by projections associated to such sequences coincide with the minimal ideal properly containing $\mathcal{A}$.

In [17] Lin defined for every simple $\sigma$-unital $C^{*}$-algebra an ideal $\mathcal{I}$ in terms of an approximate identity of positive elements and proved that $\mathcal{I}$ is contained in any ideal properly containing $\mathcal{A}$. If $\mathcal{A}$ is separable, then $A \neq \mathcal{I}$.

For simple $C^{*}$-algebras with real rank zero, stable rank one, and weakly unperforated $K_{0}$, (equivalently, strictly unperforated monoid $V(\mathcal{A})$ of Murrayvon Neumann equivalence classes of projections in $\mathcal{A} \otimes \mathcal{K})$ Perera proved that there is a lattice isomorphism between the ideals of $\mathcal{M}(\mathcal{A})$ and the order ideals of $V(\mathcal{A}) \sqcup W_{\sigma}^{d}\left(S_{\mathrm{u}}\right)$ (see Theorems 2.1 and 3.9 of [24] and notations therein) and then proved ([24], Proposition 4.1) that $V(\mathcal{A}) \sqcup \mathrm{Aff}_{++}\left(S_{\mathrm{u}}\right)$ is the smallest order ideal properly containing $V(\mathcal{A})$, thus obtaining the smallest ideal properly containing $\mathcal{A}$. Here Aff $_{++}\left(S_{\mathrm{u}}\right)$ is the space of strictly positive continuous affine functions on the state space $S_{\mathrm{u}}$ (see also Subsection 2.2 and Section 4). This ideal, denoted by $L(\mathcal{A})$, plays an important role in the study by Perera [24] and Kucerovsky and Perera [14] of the ideal structure of the multiplier algebra and the characterization for the corona algebra $\mathcal{M}(\mathcal{A}) / \mathcal{A}$ to be purely infinite.

The goal of this paper is to clarify the relations between the various constructions of the minimal ideal and to further investigate its properties. Throughout the paper, except in Section 6, $\mathcal{A}$ will denote a simple, $\sigma$-unital, non-unital and non-elementary $C^{*}$-algebra.

We revisit Lin's definition ([17], Lemma 2.1) of a nonclosed left ideal of $\mathcal{M}(\mathcal{A})$ defined in terms of an approximate unit $\left\{e_{n}\right\}$ of positive elements, which we denote by $L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$ and by $I_{\min }$ its norm closure (Lin denoted them by $I_{0}$ and $I$ respectively). Properties of $I_{\min }$ are obtained using a bidiagonal decomposition result (Theorem 3.1) which is in the line of the tri-diagonal decomposition of elements in $\mathcal{M}(\mathcal{A})$, first introduced by Elliot in proof of Theorem 3.1 in [8]. More background on bi-diagonal and tri-diagonal decompositions is presented before Theorem 3.1. As a consequence of the proof, one also sees that $I_{\min }$ does not depend on the approximate identity chosen, which was already obtained in [17].

In Remark 2.9 of [17] Lin proved that $I_{\text {min }}$ is contained in the intersection $\mathcal{J}_{\mathrm{O}}$ of all the ideals properly containing $\mathcal{A}$. In Theorem 3.7 we prove that $I_{\min }=\mathcal{J}_{\mathrm{o}}$ and in Theorem 3.8 we show that if $I_{\min } / \mathcal{A}$ is nonzero (and necessarily simple), then it is purely infinite. Furthermore, $\mathcal{A} \neq I_{\text {min }}$ if and only if there exists a thin sequence of positive elements for $\mathcal{A}$ (Definition 2.8. Theorem 2.14. This notion can be seen as a generalization of the notion of $\ell^{1}$ sequence of projections introduced for the (SP) case in [20], thus providing a bridge between the approaches in [20] and [17].

If $\mathcal{A}$ is separable, or if $\mathcal{A}$ has the (SP) property and the dimension semigroup of Murray-von Neumann equivalence classes of projections is countable, then a thin sequence exists, and hence $\mathcal{A} \neq I_{\text {min }}$. This includes the case of type $\mathrm{II}_{1}$ factors.

Except when $\mathcal{A}=\mathcal{K}$, we do not have examples when $\mathcal{A}=I_{\text {min }}$. A natural test case is the nonseparable simple $C^{*}$-algebra with both a nonzero finite and an infinite projection studied by Rørdam in [27]. But it still yields $\mathcal{A} \neq I_{\text {min }}$ (see last paragraph of Section 4).

In the case when $\mathcal{A}$ has a nonempty tracial simplex $\mathcal{T}(\mathcal{A})$, another natural ideal inspired by the approaches in [16] and [24] is $I_{\text {cont }}$, the ideal generated
by positive elements with continuous evaluation function over $\mathcal{T}(\mathcal{A})$ (Definition 4.1). We show that $\mathcal{A} \subsetneq I_{\text {cont }}$ (Proposition 4.4). If in addition, $\mathcal{A}$ has strict comparison of positive elements by traces, then $I_{\min }=I_{\text {cont }}$, and hence, $\mathcal{A} \neq I_{\text {min }}$ (Theorem 4.6). This result can be seen as a generalization of Perera's construction [24] of the minimal ideal in the case that all quasitraces of $\mathcal{A}$ are traces (e.g., $\mathcal{A}$ is exact), while the weak unperforation of the $K_{\mathrm{o}}$ group is equivalent to strict comparison by quasitraces, and hence, to strict comparison by traces.

What happens when there is no strict comparison by traces? In the case of the AH-algebras without slow dimension growth studied by Villadsen, which are known to have perforation, we prove that $I_{\min } \neq I_{\text {cont }}$ (Theorem6.8. In addition, we show that if $\mathcal{A}$ has flat dimension growth, every positive element not in $I_{\text {cont }}$ must be full (Theorem6.10), and hence, $I_{\text {cont }}$ contains every other proper ideal of $\mathcal{M}(\mathcal{A})$. If however the dimension growth is very fast, then this is no longer true (Proposition6.12).

Finally, we prove that if $\mathcal{A}$ has strict comparison of positive elements, then so does $I_{\text {min }}$. This result extends our previous result obtained when $\mathcal{A}$ is separable and has real rank zero ([11], Proposition 3.1). The methods used are inspired by the techniques used in Theorem 6.6 of [12] to prove that $\mathcal{M}(\mathcal{A})$ has strict comparison of positive elements if so does $\mathcal{A}$ and $\mathcal{A}$ has quasicontinuous scale in the sense of [14].

## 1. PRELIMINARIES

1.1. CUNTZ SUbequivalence. Cuntz subequivalence in a $C^{*}$-algebra $\mathcal{B}$ is denoted by $\preceq$, that is, if $a, b \in \mathcal{B}_{+}$, then $a \preceq b$ if there is a sequence of elements $x_{n} \in \mathcal{B}$ such that $\left\|x_{n} b x_{n}^{*}-a\right\| \rightarrow 0$. If $a \preceq b$ and $b \preceq a$, then $a$ is said to be equivalent to $b(a \sim b)$. It is well known that for projections subequivalence in this sense coincides with Murray-von Neumann subequivalence.

We will use the following notation:

$$
f_{\varepsilon}(t):= \begin{cases}0 & \text { for } t \in[0, \varepsilon]  \tag{1.1}\\ \frac{t-\varepsilon}{\varepsilon} & \text { for } t \in(\varepsilon, 2 \varepsilon] \\ 1 & \text { for } t \in(2 \varepsilon, \infty)\end{cases}
$$

For ease of reference we list here the following well known facts (see for instance [5], [26]).

Lemma 1.1. Let $\mathcal{B}$ be a $C^{*}$-algebra, $a, b \in \mathcal{B}_{+}, x \in \mathcal{B}, \delta>0$. Then
(i) $x a x^{*} \preceq a$;
(ii) $x x^{*} \sim x^{*} x$;
(iii) if $a \leqslant b$ then $a \preceq b$;
(iv) if $\|a-b\|<\delta$, then $(a-\delta)_{+} \preceq b$;
(v) if $a \preceq b$, then there is $r \in \mathcal{B}$ and $\delta^{\prime}>0$ such that $(a-\delta)_{+}=r\left(b-\delta^{\prime}\right)_{+} r^{*}$; there is also $r^{\prime} \in \mathcal{B}$ such that $(a-\delta)_{+}=r^{\prime} b r^{\prime *}$;
(vi) if $a \preceq a^{\prime}$ and $b \preceq b^{\prime}$, then $a+b \preceq a^{\prime} \oplus b^{\prime}$;
(vii) if $a b=0$, then $(a+b-\delta)_{+}=(a-\delta)_{+}+(b-\delta)_{+}$;
(viii) $\left([12]\right.$, Lemma 2.3) if $a \leqslant b$, then $(a-\delta)_{+} \preceq(b-\delta)_{+}$;
(ix) ([12], Lemma 2.4.(iii)) $\left(a+b-\delta_{1}-\delta_{2}\right)_{+} \preceq\left(a-\delta_{1}\right)_{+}+\left(b-\delta_{2}\right)_{+}$for $\delta_{1}, \delta_{2} \geqslant 0$.

Lemma 1.2. Let $\mathcal{B}$ be $a C^{*}$-algebra, $a, b \in \mathcal{B}_{+}$, and $\|a-b\|<\delta$. Then for all $\varepsilon \geqslant 0,(a-\varepsilon-\delta)_{+} \preceq(b-\varepsilon)_{+}$.

Proof. Since $\left\|a-(b-\varepsilon)_{+}\right\| \leqslant\|a-b\|+\left\|b-(b-\varepsilon)_{+}\right\|<\varepsilon+\delta$, the conclusion follows from Lemma 1.1 (iv).

Lemma 1.3. Let $\mathcal{B}$ be a $C^{*}$-algebra and $a \in \mathcal{B}_{+}$. For every $\varepsilon>0$ there is $y \in \mathcal{B}$ such that $\| a-a^{1 / 2}$ yay $a^{*} a^{1 / 2} \|<\varepsilon$ and $\left\|y a y^{*}\right\|=1$.

Proof. Choose $g_{\varepsilon}(t):=\sqrt{\frac{f_{\varepsilon}(t)}{t}}$ and set $y=g_{\varepsilon}(a)$. Then yay* $=f_{\varepsilon}(a)$ and

$$
a-a^{1 / 2} y a y^{*} a^{1 / 2}=a\left(1-f_{\varepsilon}(a)\right)
$$

hence both conditions are satisfied.
We need the following results for which we have no handy references. A related result is Lemma 2.3 of [17].

Lemma 1.4. Let $\mathcal{B}$ be a simple $C^{*}$-algebra and $0 \neq a, b \in \mathcal{B}_{+}$. Then there is $0 \neq c \in \mathcal{B}_{+}$such that $c \preceq a$ and $c \leqslant b$.

Proof. Since $\mathcal{B}$ is simple, there are elements $x_{k}, y_{k} \in \mathcal{B}$ such that

$$
\left\|\sum_{k=1}^{n} x_{k} a y_{k}-b\right\|<\frac{\|b\|}{2}
$$

Then $\sum_{k=1}^{n} x_{k} a y_{k} b \neq 0$, and hence, there is some $k$ such that $x_{k} a y_{k} b \neq 0$. Then also

$$
c:=\left(x_{k} a y_{k} b\right)^{*}\left(x_{k} a y_{k} b\right) \neq 0, \quad d:=\left(x_{k} a y_{k} b\right)\left(x_{k} a y_{k} b\right)^{*} \neq 0
$$

First notice that

$$
d \leqslant\|b\|^{2}\left\|y_{k}\right\|^{2}\|a\| x_{k} a x_{k}^{*} \preceq a,
$$

whence $d \preceq a$. Since $c \sim d$ by Lemma 1.1(ii), it follows that $c \preceq a$. On the other hand,

$$
c \leqslant\|a\|^{2}\left\|x_{k}\right\|^{2}\left\|y_{k}\right\|^{2}\|b\| b
$$

hence $c \leqslant b$, by scaling if necessary $c$, which preserves the relation $c \preceq a$.
For the convenience of the readers, we give the proof of the following well known results.

Lemma 1.5. Let $\mathcal{B}$ be a simple, non-elementary $C^{*}$-algebra. Then for every element $0 \neq a \in \mathcal{B}_{+}$there is an infinite sequence of mutually orthogonal elements $0 \neq a_{k} \in \mathcal{B}_{+}$such that $\sum_{k=1}^{n} a_{k} \leqslant a$ for all $n$.

Proof. Choose $\delta>0$ such that $(a-\delta)_{+} \neq 0$. Then her $\left((a-\delta)_{+}\right)$contains a positive element $b$ with infinite spectrum (e.g., 1.11 .45 of [18]; in fact it contains an element with spectrum $[0,1]$ by p. 67 of [2]). Since $b \leqslant \frac{\|b\|}{\delta} a$, to simplify notations, assume that $b \leqslant a$. Now choose by compactness a converging sequence of distinct elements $t_{k} \in \sigma(b)$, and by passing to a subsequence assume that the sequence $\left\{t_{k}\right\}$ is monotone and that $\left\{\left|t_{k}-t_{j+1}\right|\right\}$ is also monotone. Let $\varepsilon_{k}:=\frac{1}{5}\left|t_{k}-t_{k+1}\right|$. Then the intervals $\left[t_{k}-2 \varepsilon_{k}, t_{k}+2 \varepsilon_{k}\right]$ are disjoint. Let $g_{k}$ be the continuous function with

$$
g_{k}(t):= \begin{cases}0 & t \in\left[0, t_{k}-2 \varepsilon_{k}\right] \cup\left[t_{k}+2 \varepsilon_{k}, \infty\right) \\ t_{k}-\varepsilon_{k} & t \in\left[t_{k}-\varepsilon_{k}, t_{k}+\varepsilon_{k}\right] \\ \text { linear } & t \in\left[t_{k}-2 \varepsilon_{k}, t_{k}-\varepsilon_{k}\right] \\ \text { linear } & t \in\left[t_{k}+\varepsilon_{k}, t_{k}+2 \varepsilon_{k}\right]\end{cases}
$$

Let $a_{k}:=\frac{g_{k}(b)}{2^{j}}$. Then $0 \neq a_{k} \leqslant \frac{b}{2^{j}} \leqslant \frac{a}{2^{j}}$ and $a_{i} a_{k}=0$ for $i \neq j$. Thus we conclude that $\sum_{j=1}^{\infty} a_{j} \leqslant a$.

Lemma 1.6. Let $\mathcal{B}$ be a $C^{*}$-algebra and let $a, b, c \in \mathcal{B}_{+}$and $x \in \mathcal{B}$. Then
(i) $x a x^{*} \sim x a^{2} x^{*}$;
(ii) $b^{1 / 2} a b^{1 / 2} \sim b a b$;
(iii) if $b \leqslant c$, then $b a b \preceq c a c$.

Proof. (i) First we see that $x a^{2} x^{*} \leqslant\|a\| x a x^{*}$ and hence $x a^{2} x^{*} \preceq x a x^{*}$. For every $\delta>0,0 \leqslant(a-\delta)_{+} \leqslant \frac{1}{4 \delta} a^{2}$ and hence $x(a-\delta)_{+} x^{*} \preceq x a^{2} x^{*}$. Thus

$$
x a x^{*}=\lim _{\delta \rightarrow 0} x(a-\delta)_{+} x^{*} \preceq x a^{2} x^{*}
$$

(ii) We have:

$$
\begin{aligned}
b^{1 / 2} a b^{1 / 2} & \left.\sim a^{1 / 2} b a^{1 / 2} \quad(\text { by Lemma } 1.1 \mathrm{ii})\right) \\
& \sim a^{1 / 2} b^{2} a^{1 / 2} \quad(\text { by }(\mathrm{i})) \\
& \sim b a b \quad(\text { by Lemma } 1.1 \mathrm{iii})) .
\end{aligned}
$$

(iii) We have:

$$
\begin{aligned}
b a b & \sim b^{1 / 2} a b^{1 / 2} \quad(\text { by }(\mathrm{ii})) \\
& \sim a^{1 / 2} b a^{1 / 2} \quad(\text { by Lemma 1.1(ii) }) \\
& \preceq a^{1 / 2} c a^{1 / 2} \quad\left(\text { by Lemma 1.1(iii), since } a^{1 / 2} b a^{1 / 2} \leqslant a^{1 / 2} c a^{1 / 2}\right) \\
& \sim c a c \quad(\text { by the same two equivalences above }) . \quad
\end{aligned}
$$

1.2. The tracial simplex and strict comparison. Given a simple $\sigma$-unital (possibly unital) $C^{*}$-algebra $\mathcal{A}$ and a nonzero positive element $e$ in the Pedersen ideal $\operatorname{Ped}(\mathcal{A})$ of $\mathcal{A}$, denote by $\mathcal{T}(\mathcal{A})$ the collection of the (norm) lower semicontinuous densely defined tracial weights $\tau$ on $\mathcal{A}_{+}$, that are normalized on $e$. Explicitly, a trace $\tau$ is an additive and homogeneous map from $\mathcal{A}_{+}$into $[0, \infty]$ (a weight), satisfies the trace condition $\tau\left(x x^{*}\right)=\tau\left(x^{*} x\right)$ for all $x \in \mathcal{A}$, the cone $\left\{x \in \mathcal{A}_{+}: \tau(x)<\infty\right\}$ is dense in $\mathcal{A}_{+}$( $\tau$ is also called densely finite, or semifinite), satisfies the lower semicontinuity condition $\tau(x) \leqslant \underline{\lim } \tau\left(x_{n}\right)$ for $x, x_{n} \in \mathcal{A}_{+}$and $\left\|x_{n}-x\right\| \rightarrow 0$, and $\tau(e)=1$ ( $\tau$ is normalized on $e$ ). We will assume henceforth that $\mathcal{T}(\mathcal{A}) \neq \varnothing$, and hence $\mathcal{A}$ is stably finite.

When equipped with the topology of pointwise convergence on $\operatorname{Ped}(\mathcal{A})$, $\mathcal{T}(\mathcal{A})$ is a Choquet simplex (e.g., see Proposition 3.4 of [30] and [9]). The collection of the extreme points of $\mathcal{T}(\mathcal{A})$ is denoted by $\partial_{\mathrm{e}}(\mathcal{T}(\mathcal{A}))$ and is called the extremal boundary of $\mathcal{T}(\mathcal{A})$. For simplicity's sake we call the elements of $\mathcal{T}(\mathcal{A})$ (respectively, $\partial_{\mathrm{e}}(\mathcal{T}(\mathcal{A}))$ ) traces (respectively, extremal traces.) Tracial simplexes $\mathcal{T}(\mathcal{A})$ arising from different nonzero positive elements in $\operatorname{Ped}(\mathcal{A})$ are homeomorphic; so we will not specify which element $e$ is used. A trace $\tau$ on $\mathcal{A}$ is naturally extended to the trace $\tau \otimes \operatorname{Tr}$ on $\mathcal{A} \otimes \mathcal{K}$, and so we can identify $\mathcal{T}(\mathcal{A} \otimes \mathcal{K})$ with $\mathcal{T}(\mathcal{A})$. For more details, see [9], [30], and also [10] and [12].

Recall also that as remarked in 5.3 of [10], by the work of F. Combes ([4], Proposition 4.1, Proposition 4.4) and Ortega, Rørdam, and Thiel ([22], Proposition 5.2) every $\tau \in \mathcal{T}(\mathcal{A})$ has a unique extension, (which we will still denote by $\tau$ ) to a lower semicontinuous (i.e., normal) tracial weight (trace for short) on the enveloping von Neumann algebra $\mathcal{A}^{* *}$, and hence to a trace on the multiplier algebra $\mathcal{M}(\mathcal{A})$.

DEFINITION 1.7. Given a convex compact space $K$,
(i) $\operatorname{Aff}(K)$ denotes the Banach space of the continuous real-valued affine functions on $K$ with the uniform norm;
(ii) $\operatorname{LAff}(K)$ denotes the collection of the lower semicontinuous affine functions on $K$ with values in $\mathbb{R} \cup\{+\infty\}$;
(iii) $\operatorname{Aff}(K)_{++}\left(\right.$respectively, $\left.\operatorname{LAff}(K)_{++}\right)$denotes the cone of the strictly positive functions (i.e., $f(x)>0$ for all $x \in K$ ) in $\operatorname{Aff}(K)$ (respectively, in $\operatorname{LAff}(K)$ ).

For every $A \in \mathcal{M}(\mathcal{A})_{+}$, denote by $\widehat{A}$ the evaluation map

$$
\begin{equation*}
\mathcal{T}(\mathcal{A}) \ni \tau \rightarrow \widehat{A}(\tau):=\tau(A) \in[0, \infty] \tag{1.2}
\end{equation*}
$$

and denote by $[\widehat{A}]$ the dimension map

$$
\begin{equation*}
\mathcal{T}(\mathcal{A}) \ni \tau \rightarrow \widehat{A}](\tau):=d_{\tau}(A) \in[0, \infty] \tag{1.3}
\end{equation*}
$$

where

$$
d_{\tau}(A):=\lim _{n} \tau\left(A^{1 / n}\right)
$$

is the dimension function.

Then it is well known that $\widehat{A} \in \operatorname{LAff}(\mathcal{T}(\mathcal{A}))_{++}$and $\widehat{[A]} \in \operatorname{LAff}(\mathcal{T}(\mathcal{A}))_{++}$ for every $A \neq 0$. By definition of the topology on $\mathcal{T}(\mathcal{A})$, if $a \in \operatorname{Ped}(\mathcal{A})$, then $\widehat{a} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))$.

As shown in Remark 5.3 of [22],

$$
\begin{equation*}
d_{\tau}(A)=\tau\left(R_{A}\right) \quad \text { where } R_{A} \in \mathcal{A}^{* *} \text { is the range projection of } A \tag{1.4}
\end{equation*}
$$

We will also use frequently the following well known facts. If $A, B \in \mathcal{M}(\mathcal{A})_{+}$, and $\tau \in \mathcal{T}(\mathcal{A})$ then

$$
\begin{align*}
A \leqslant B & \Rightarrow \widehat{A}(\tau) \leqslant \widehat{B}(\tau),  \tag{1.5}\\
A \preceq B & \Rightarrow d_{\tau}(A) \leqslant d_{\tau}(B),  \tag{1.6}\\
A B=0 & \Rightarrow d_{\tau}(A+B)=d_{\tau}(A)+d_{\tau}(A),  \tag{1.7}\\
\tau(A) & \leqslant\|A\| d_{\tau}(A),  \tag{1.8}\\
d_{\tau}\left((A-\delta)_{+}\right) & <\frac{1}{\delta} \tau(A) \quad \forall \delta>0 . \tag{1.9}
\end{align*}
$$

We will use the following notions of strict comparison.
Definition 1.8. Let $\mathcal{A}$ be a simple $C^{*}$-algebra with $\mathcal{T}(\mathcal{A}) \neq \varnothing$. Then we say that
(i) $\mathcal{A}$ has strict comparison of positive elements by traces if $a \preceq b$ for $a, b \in \mathcal{A}_{+}$ such that $d_{\tau}(a)<d_{\tau}(b)$ for all those $\tau \in \mathcal{T}(\mathcal{A})$ for which $d_{\tau}(b)<\infty$.
(ii) $\mathcal{M}(\mathcal{A})$ has strict comparison of positive elements by traces if $A \preceq B$ whenever $A, B \in \mathcal{M}(\mathcal{A})_{+}, A$ belongs to the ideal $I(B)$ generated by $B$, and $d_{\tau}(A)<$ $d_{\tau}(B)$ for all those $\tau \in \mathcal{T}(\mathcal{A})$ for which $d_{\tau}(B)<\infty$.

Notice that strict comparison is often defined in terms of 2-quasitraces. In Theorem 2.9 of [10] we proved that if a unital simple $C^{*}$-algebra of real rank zero and stable rank one has strict comparison of positive elements by traces (equivalently, of projections, due to real rank zero) then all 2-quasitraces are traces. Recently it was shown that in a simple stable $C^{*}$-algebra with strict comparison of positive elements by traces all 2-quasitraces are traces ([21], Theorem 3.6).

Notice also that if $\mathcal{A}$ is not unital and hence $\mathcal{M}(\mathcal{A})$ is not simple, $A \preceq B$ still implies that $A \in I(B)$, but this condition does not follow in general from the comparison condition. Indeed if there is an element $B \in \mathcal{A}_{+}$with $d_{\tau}(B)=\infty$ for all $\tau \in \mathcal{T}(\mathcal{A})$ (and this is certainly the case when $\mathcal{A}$ is stable) then the condition $d_{\tau}(A)<d_{\tau}(B)$ for all those $\tau \in \mathcal{T}(\mathcal{A})$ for which $d_{\tau}(B)<\infty$ is trivially satisfied for every $A \in \mathcal{M}(\mathcal{A})_{+}$and yet $A \npreceq B$.
1.3. Cones and ideals in $C^{*}$-algebras. Let $\mathcal{B}$ be a $C^{*}$-algebra and let $K \subset$ $\mathcal{B}_{+}$. Set

$$
\begin{equation*}
L(K):=\left\{x \in \mathcal{B}: x^{*} x \in K\right\} \tag{1.10}
\end{equation*}
$$

$$
\begin{equation*}
L(K)^{*} L(K):=\left\{\sum_{j=1}^{n} x_{j}^{*} y_{j}: x_{j}, y_{j} \in L(K), n \in \mathbb{N}\right\} \tag{1.11}
\end{equation*}
$$

Definition 1.9. Let $\mathcal{B}$ be a $C^{*}$-algebra and $K \subset \mathcal{B}_{+}$.
(i) $K$ is a cone if $x+y \in K$ and $t x \in K$ whenever $x, y \in K$ and $0 \leqslant t \in \mathbb{R} ; K$ is hereditary if $x \in K$ whenever $0 \leqslant x \leqslant y \in K$.
(ii) A subalgebra $\mathcal{C} \subset \mathcal{B}$ is hereditary if the cone $\mathcal{C}_{+}$is hereditary.
(iii) A cone $K$ is
(a) invariant if $a x a^{*} \in K$ whenever $x \in K$ and $a \in \mathcal{B}$;
(b) strongly invariant if $x^{*} x \in K$ whenever $x \in \mathcal{B}$ and $x x^{*} \in K$;
(c) weakly invariant if $a x a^{*} \in \bar{K}$ whenever $x \in K$ and $a \in \mathcal{B}$.

Hereditary cones are also called order ideals. It is well known and immediate to see that if $K$ is a hereditary cone, then $L(K)$ is a left ideal of $\mathcal{B}, L(K)^{*} L(K)$ and $L(K)^{*} \cap L(K)$ are $*$-subalgebras of $\mathcal{B}$, and $L(K)^{*} L(K) \subset L(K)^{*} \cap L(K)$. Furthermore, if $K$ is a hereditary cone, then
$L(K)$ is two-sided if and only if $K$ is invariant.
$L(K)=L(K)^{*}$ if and only if $K$ is strongly invariant.
THEOREM 1.10. Let $\mathcal{B}$ be a $C^{*}$-algebra and $K \subset \mathcal{B}_{+}$be a hereditary cone. Then
(i) the norm closure $\bar{K}$ of $K$ is a hereditary cone ([7], Theorem 2.5);
(ii) $L(K)^{*} L(K)=\operatorname{span} K$ (the collection of complex linear combinations of $K$ ) and $\left(L(K)^{*} L(K)\right)_{+}=K([29]$, Proposition 3.21);
(iii) if $K$ is closed, then $L(K)^{*} L(K)=L(K)^{*} \cap L(K)$ and the mappings $\mathcal{B} \rightarrow \mathcal{B}_{+}$, $K \rightarrow L(K)$, and $L \rightarrow L^{*} \cap L$ define bijective, order preserving correspondences between the sets of hereditary $C^{*}$-subalgebras of $\mathcal{B}$, closed hereditary cones of $\mathcal{B}_{+}$, and closed left ideals of $\mathcal{B}$ ([7], Theorem 2.4 and [23], Theorem 1.5.2).

We collect here some properties of hereditary cones in $C^{*}$-algebras that we will use in this paper.

Lemma 1.11. Let $\mathcal{B}$ be a $C^{*}$-algebra and $K \subset \mathcal{B}_{+}$be a cone.
(i) The (norm) closure $\bar{K}$ of $K$ is a cone.
(ii) If $K$ is weakly invariant, then $\bar{K}$ is invariant.
(iii) If $K$ is invariant, then

$$
\bar{K}=\left\{x \in \mathcal{B}_{+}:(x-\delta)_{+} \in K \forall \delta>0\right\} .
$$

(iv) If $K$ is closed and invariant, then it is hereditary and strongly invariant.

Proof. (i) Obvious.
(ii) Let $x \in \bar{K}, a \in \mathcal{B}$ and let $\left\{x_{n}\right\}$ be a sequence in $K$ converging (in norm) to $x$. Since $a x_{n} a^{*} \in \bar{K}$ for every $n$, it follows that $a x a^{*}=\lim _{n} a x_{n} a^{*} \in \bar{K}$, that is, $\bar{K}$ is invariant.
(iii) Let

$$
K^{\prime}:=\left\{x \in \mathcal{B}_{+}:(x-\delta)_{+} \in K \forall \delta>0\right\} .
$$

Since $\lim _{\delta \rightarrow 0}(x-\delta)_{+}=x$ for all $x \in \mathcal{B}_{+}$, it follows that $K^{\prime} \subset \bar{K}$. Conversely, let $x \in \bar{K}, \delta>0$, and choose $y \in K$ such that $\|x-y\|<\frac{\delta}{2}$. Then $(x-\delta)_{+}=r y r^{*} \in K$ for some $r \in \mathcal{B}$ by Lemma 1.1 (iv) and (v). Thus $x \in K^{\prime}$, which proves that $K^{\prime}=\bar{K}$.
(iv) Let $x \leqslant y$, with $x \in \mathcal{B}_{+}$and $y \in K$. By Lemma 1.1(iii) and (v) for every $\delta>0$ there is an $r \in \mathcal{B}$ such that $(x-\delta)_{+}=r y r^{*} \in K$ (because $K$ is invariant). Thus $x=\lim _{\delta \rightarrow 0}(x-\delta)_{+} \in K$ (because $K$ is closed), which proves that $K$ is hereditary.

Now let $x^{*} x \in K$ and $x=v|x|$ be the polar decomposition of $x$. By Lemma 2.1 of $[1], v|x|^{1 / n} \in \mathcal{B}$ for every $n \in \mathbb{N}$, hence $\left(v|x|^{1 / n}\right) x^{*} x\left(v|x|^{1 / n}\right)^{*} \in K$. Since $|x|^{1 / n}|x| \rightarrow|x|$ in norm, it follows that also

$$
x x^{*}=v x^{*} x v^{*}=\lim _{n}\left(v|x|^{1 / n}\right) x^{*} x\left(v|x|^{1 / n}\right)^{*} \in K,
$$

which proves that $K$ is strongly invariant.
In the course of the proof of (iv) we have shown that
(1.14) if $K$ is invariant and $0 \leqslant x \preceq y \in K$ then $(x-\delta)_{+} \in K$ for all $\delta>0$.

From Example 2.5 and Corollary 3.3 , we will see that the condition in (iii) that $K$ is invariant cannot be replaced by condition that $K$ is weakly invariant.

Corollary 1.12. Let $\mathcal{B}$ be a $C^{*}$-algebra and $K \subset \mathcal{B}_{+}$a weakly invariant hereditary cone in a $C^{*}$-algebra $\mathcal{B}$; then $\overline{L(K)}=L(\bar{K}), \overline{L(K)}$ is a two-sided ideal, and $\overline{L(K)}_{+}=\bar{K}$.

Proof. By Lemma 1.11 (i), (ii), and (iv), $\bar{K}$ is a strongly invariant hereditary cone. By (1.13, $L(\bar{K})=L(\bar{K})^{*}$ and by Theorem 1.10 (i) and (ii), span $\bar{K}=L(\bar{K})$. Since $K$ is hereditary, $L(K)$ is a left ideal, and hence, so is $\overline{L(K)}$. Moreover, $K \subset$ $L(K)$, hence span $\bar{K} \subset \overline{L(K)}$, and hence $L(\bar{K}) \subset \overline{L(K)}$. On the other hand, $L(K) \subset$ $L(\bar{K})$, and hence $\overline{L(K)} \subset L(\bar{K})$, and thus $\overline{L(K)}=L(\bar{K})$.
1.4. Approximate identities. When $\mathcal{B}$ is a $\sigma$-unital $C^{*}$-algebra, and $\left\{e_{n}\right\}$ is an approximate identity, we will always assume that

$$
\begin{equation*}
\left\{e_{n}\right\} \text { is strictly increasing }\left(0 \leqslant e_{n} \supsetneqq e_{n+1}\right) \text { and that } e_{n+1} e_{n}=e_{n} \forall n \text {. } \tag{1.15}
\end{equation*}
$$

It is also convenient to define $e_{0}=0$. Notice that $e_{n} \in \operatorname{Ped}(\mathcal{A})$ and $\left\|e_{n}\right\|=1$ for all $n \geqslant 1$.

Notice that

$$
\begin{equation*}
\left(e_{m+1}-e_{n-1}\right)\left(e_{m}-e_{n}\right)=e_{m}-e_{n} \quad \forall m>n \tag{1.16}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
e_{m}-e_{n} \leqslant R_{e_{m}-e_{n}} \leqslant e_{m+1}-e_{n-1} \quad \forall m>n \tag{1.17}
\end{equation*}
$$

REMARK 1.13. We can always pass from an approximate identity satisfying the above conditions to a subsequence $\left\{f_{n}\right\}$ satisfying the following two stronger conditions assumed in [17]:
(i) Let $g_{n}:=f_{n}-f_{n-1}\left(f_{0}:=0\right)$, then $\left\|g_{n}\right\|=1$ for all $n$ and $g_{n} g_{m}=0$ for $|m-n| \geqslant 2$.
(ii) There are $a_{n} \in \mathcal{B}_{+}$with $\left\|a_{n}\right\|=1$ such that $a_{n} \leqslant g_{n}, a_{n} g_{n}=g_{n} a_{n}=a_{n}$ and $a_{n} g_{m}=0$ for $n \neq m$.

Proof. Let $f_{n}:=e_{5 n}$. Clearly, $\left(f_{n}-f_{n-1}\right)\left(f_{m}-f_{m-1}\right)=0$ for $|m-n| \geqslant 2$. Set $a_{n}:=e_{5 n-1}-e_{5 n-4}$. Then $f_{n}-f_{n-1} \geqslant a_{n}$ by the monotonicity of $e_{n}$ and

$$
\left(f_{n}-f_{n-1}\right) a_{n}=a_{n}\left(f_{n}-f_{n-1}\right)=a_{n}
$$

by 1.16. Furthermore, $\left\|a_{n}\right\|=1$ since by (1.17), $a_{n} \geqslant R_{e_{5 n-2}-e_{5 n-3}} \neq 0$; in particular, $\left\|f_{n}-f_{n-1}\right\|=1$.

## 2. THE MINIMAL IDEAL AND ITS HEREDITARY CONE

Definition 2.1 ([16], Lemma 2.1). Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with an approximate identity $\left\{e_{n}\right\}$. Then we define the following set of positive elements in $\mathcal{M}(\mathcal{A})$ :

$$
\left.\begin{array}{rl}
K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right):=\left\{X \in \mathcal{M}(\mathcal{A})_{+}: \forall 0\right. & \neq a
\end{array}\right) \in \mathcal{A}_{+} \exists N \in \mathbb{N} .
$$

REmARK 2.2. (i) By Lemma 1.6 (iii),

$$
\begin{aligned}
K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right):=\left\{X \in \mathcal{M}(\mathcal{A})_{+}: \forall 0 \neq a\right. & \in \mathcal{A}_{+} \exists N \in \mathbb{N} \\
& \left.\ni m>N \Rightarrow\left(e_{m}-e_{N}\right) X\left(e_{m}-e_{N}\right) \preceq a\right\} .
\end{aligned}
$$

This equivalent formulation will also be used in the paper.
(ii) If $\mathcal{A}$ has the (SP) property, (i.e., every nonzero hereditary subalgebra of $\mathcal{A}$ contains a nonzero projection), then for every $0 \neq a \in \mathcal{A}_{+}$there is a projection $0 \neq p \preceq a$. Thus in the defining property of $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ we can replace "for all nonzero elements $a \in \mathcal{A}_{+}$" with "for all nonzero projections $p \in \mathcal{A}$ ".

Lemma 2.3. We have:
(i) $X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ if and only if $X^{1 / 2} \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$;
(ii) $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is a hereditary cone of $\mathcal{M}(\mathcal{A})$ if and only if $\mathcal{A}$ is non-elementary.

Proof. (i) Immediate from the definition and Lemma 1.6(i).
(ii) It is also immediate to verify that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is always hereditary and that if $X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ then $t X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ for every $t \geqslant 0$. Assume first that $\mathcal{A}$ is nonelementary and that $X, Y \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$. Let $0 \neq a \in \mathcal{A}_{+}$, then by Lemma 1.5 we can find two elements $0 \neq a^{\prime}, a^{\prime \prime} \in \mathcal{A}_{+}$with $a^{\prime} a^{\prime \prime}=0$ and $a^{\prime}+a^{\prime \prime} \leqslant a$. Let $N^{\prime}$ (respectively, $N^{\prime \prime}$ ) be such that for all $m>n \geqslant N^{\prime}$ (respectively, $m>n \geqslant N^{\prime \prime}$ ), we
have $\left(e_{m}-e_{n}\right) X\left(e_{m}-e_{n}\right) \preceq a^{\prime}$ (respectively, $\left.\left(e_{m}-e_{n}\right) Y\left(e_{m}-e_{n}\right) \preceq a^{\prime \prime}\right)$. Hence, for all $m>n \geqslant N:=\max \left(N^{\prime}, N^{\prime \prime}\right)$ we have by Lemma 1.1(vi)

$$
\begin{aligned}
\left(e_{m}-e_{n}\right)(X+Y)\left(e_{m}-e_{n}\right) & =\left(e_{m}-e_{n}\right) X\left(e_{m}-e_{n}\right)+\left(e_{m}-e_{n}\right) Y\left(e_{m}-e_{n}\right) \\
& \preceq a^{\prime}+a^{\prime \prime} \leqslant a .
\end{aligned}
$$

Thus $K_{0}\left(\left\{e_{n}\right\}\right)$ is a cone.
Assume now that $\mathcal{A}=\mathcal{K}$, and hence $\mathcal{M}(\mathcal{A})=B(\mathcal{H})$, and let $\left\{e_{n}\right\}$ be an increasing sequence of rank $n$ projections. Then it is easy to verify that

$$
K_{\mathbf{o}}\left(\left\{e_{n}\right\}\right)=\left\{x \in B(\mathcal{H})_{+}: \exists n \ni \operatorname{rank}\left(1-e_{n}\right) x\left(1-e_{n}\right) \leqslant 1\right\} .
$$

Let $\left\{\eta_{n}\right\}$ be an orthonormal basis of $\mathcal{H}$ such that $\operatorname{span}\left\{\eta_{1}, \ldots, \eta_{n}\right\}=R_{e_{n}}$, and let $\xi:=\sum_{j=1}^{\infty} \frac{1}{2 j} \eta_{2 j}$ and $\xi^{\prime}:=\sum_{j=1}^{\infty} \frac{1}{2} \eta_{2 j+1}$. Then both $\xi \otimes \xi$ and $\xi^{\prime} \otimes \xi^{\prime}$ belong to $K_{o}\left(\left\{e_{n}\right\}\right)$ since they have rank one, but $\left(1-e_{n}\right)\left(\xi \otimes \xi+\xi^{\prime} \otimes \xi^{\prime}\right)\left(1-e_{n}\right)$ has rank two for every $n$, and hence $\xi \otimes \xi+\xi^{\prime} \otimes \xi^{\prime} \notin K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$.

Corollary 2.4. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra with an approximate identity $\left\{e_{n}\right\}$. Then $L\left(K_{0}\left(\left\{e_{n}\right\}\right)\right.$ is a left ideal and

$$
L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)_{+}=K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) .
$$

That $L\left(K_{0}\left(\left\{e_{n}\right\}\right)\right.$ is a left ideal, is an immediate consequence of the fact that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is a hereditary cone. The equality $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)=L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)_{+}$was suggested by H. Lin (private communications). $L\left(K_{0}\left(\left\{e_{n}\right\}\right)\right)$ was denoted by $I_{0}$ in [17] where Lin was primarily interested in the continuous case scale where $L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$ is two-sided. However, the following example shows that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is in general not invariant, i.e., the ideal $L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$ is not two-sided.

Example 2.5. Let $\mathcal{A}_{\mathrm{o}}$ be a simple, unital, finite, non-elementary $C^{*}$-algebra and let $\mathcal{A}:=\mathcal{A}_{0} \otimes \mathcal{K}$. Let $\left\{e_{i j}\right\}$ be the standard matrix units in $\mathcal{K}$, then $e_{n}:=$ $1 \otimes \sum_{k=1}^{n} e_{k k}$ is an increasing approximate identity of projections of $\mathcal{A}$. Let

$$
V:=1 \otimes \sum_{k=1}^{\infty} 2^{-k / 2} e_{1, k} .
$$

Then $V V^{*}=e_{1}=1 \otimes e_{11} \in K_{o}\left(\left\{e_{n}\right\}\right)$, i.e., $V^{*} \in L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$. Let

$$
P:=V^{*} V=1 \otimes \sum_{h, k=1}^{\infty} 2^{-(h+k) / 2} e_{h, k} .
$$

For every $n>1$ and $0 \neq a \in\left(\mathcal{A}_{0}\right)+$ with $a \nsim 1$ we have

$$
\left(e_{n}-e_{n-1}\right) P\left(e_{n}-e_{n-1}\right)=1 \otimes 2^{-n} e_{n, n} \sim 1 \otimes e_{11} \npreceq a \otimes e_{11} .
$$

Thus $P \notin K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$, i.e., $V \notin L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$. This example shows that the cone $K_{0}\left(\left\{e_{n}\right\}\right)$ is not invariant, and, equivalently, that $L\left(K_{0}\left(\left\{e_{n}\right\}\right)\right)$ is not a two-sided ideal. It also shows that $K_{o}\left(\left\{e_{n}\right\}\right)$ does not satisfy the conclusion of Lemma 1.11 (iii)
since $P \in \overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ and yet $\frac{1}{2} P=\left(P-\frac{1}{2}\right)_{+} \notin K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$. Furthermore, if we choose an approximate identity $f_{n}=1 \otimes \sum_{k=1}^{n} f_{k k}$ with $f_{1,1}=\sum_{h, k=1}^{\infty} 2^{-(h+k) / 2} e_{h, k}$, we see that $P \in K_{\mathrm{o}}\left(\left\{f_{n}\right\}\right)$, which shows that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \neq K_{\mathrm{o}}\left(\left\{f_{n}\right\}\right)$.

We notice that the proof of Lin's main results (e.g., Corollary 3.3 of [19]) did not use $I_{\mathrm{o}}$ or $\bar{I}_{\mathrm{o}}$. In Corollary 3.3 we will see that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is always weakly invariant, and hence, $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ is strongly invariant and that $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ does not depend on the approximate identity $\left\{e_{n}\right\}$. Meanwhile, the next lemma shows that refinements of an approximate identity do not change the cone $K_{0}$.

Lemma 2.6. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra with an approximate identity $\left\{e_{n}\right\}$. Then $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)=K_{\mathrm{o}}\left(\left\{e_{n_{k}}\right\}\right)$ for any strictly increasing sequence $n_{k}$ of integers.

Proof. Let $X \in K_{\mathrm{o}}\left(\left\{e_{n_{k}}\right\}\right)$ and $0 \neq a \in \mathcal{A}_{+}$. Then there is an $L \in \mathbb{N}$ such that if $k>L$ then $\left(e_{n_{k}}-e_{n_{L}}\right) X\left(e_{n_{k}}-e_{n_{L}}\right) \preceq a$. Let $m>n_{L}$ and choose $k$ such that $n_{k} \geqslant m$. Then $e_{m}-e_{n_{L}} \leqslant e_{n_{k}}-e_{n_{L}}$, and hence, by Lemma1.6(iii)

$$
\left(e_{m}-e_{n_{L}}\right) X\left(e_{m}-e_{n_{L}}\right) \preceq\left(e_{n_{k}}-e_{n_{L}}\right) X\left(e_{n_{k}}-e_{n_{L}}\right) \preceq a .
$$

Thus $X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$. The opposite inclusion is obvious.
Given any approximate identity $\left\{e_{n}\right\}$ of $\mathcal{A}$, it is clear that $e_{n} a e_{n} \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ for every $a \in \mathcal{A}_{+}$and $n \in \mathbb{N}$. Since $e_{n} a e_{n} \rightarrow a$, it follows that

$$
\begin{equation*}
\mathcal{A}_{+} \subset \overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)} . \tag{2.1}
\end{equation*}
$$

The inclusion $\mathcal{A}_{+} \subset K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is however equivalent to the condition that $\mathcal{A}$ has continuous scale. Recall that $\mathcal{A}$ is said to have continuous scale if for some (and hence, for every) approximate identity $\left\{e_{n}\right\}$ and for every $0 \neq a \in \mathcal{A}_{+}$there is an $N \in \mathbb{N}$ such that $e_{m}-e_{n} \preceq a$ for all $m>n \geqslant N$.

Lemma 2.7. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, and non-elementary $C^{*}$ algebra with an approximate identity $\left\{e_{n}\right\}$. The following are equivalent:
(i) $\mathcal{A}$ has continuous scale;
(ii) $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)=\mathcal{M}(\mathcal{A})_{+}$;
(iii) $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}=\mathcal{M}(\mathcal{A})_{+}$;
(iv) $\mathcal{A}_{+} \subset K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$.

Proof. (i) $\Rightarrow$ (ii) For every $x \in \mathcal{M}(\mathcal{A})_{+}$and every $m>n$ we have

$$
\left(e_{m}-e_{n}\right) x\left(e_{m}-e_{n}\right) \leqslant\|x\|\left(e_{m}-e_{n}\right) \preceq e_{m}-e_{n}
$$

(ii) $\Rightarrow$ (iii) and (ii) $\Rightarrow$ (iv) are obvious.
(iii) $\Rightarrow$ (ii) Since $1 \in \overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$, there is an $x \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ such that $\|x-1\|<$ 1. Thus $x$ is invertible, and hence, $\rho 1 \leqslant x$ for some scalar $\rho>0$. Since $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is a hereditary cone, it follows that $1 \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$, hence $\mathcal{M}(\mathcal{A})_{+} \subset K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ and thus (ii) holds.
(iv) $\Rightarrow$ (i) Let $b:=\sum_{k=1}^{\infty} \frac{1}{k}\left(e_{k+1}-e_{k}\right)$ where the convergence is in norm, and hence, $b \in \mathcal{A}_{+} \subset K_{\mathrm{o}}$. Then for every $0 \neq a \in \mathcal{A}_{+}$there is an $N \in \mathbb{N}$ such that if $m \geqslant n \geqslant N+1$ then $\left(e_{m+1}-e_{n-1}\right) b\left(e_{m+1}-e_{n-1}\right) \preceq a$. But then by 1.16) we also have

$$
\begin{aligned}
e_{m}-e_{n} & \sim \frac{1}{m-1}\left(e_{m}-e_{n}\right)=\frac{1}{m-1}\left(e_{m+1}-e_{n-1}\right)\left(e_{m}-e_{n}\right)\left(e_{m+1}-e_{n-1}\right) \\
& =\left(e_{m+1}-e_{n-1}\right) \sum_{k=n}^{m-1} \frac{1}{m-1}\left(e_{k+1}-e_{k}\right)\left(e_{m+1}-e_{n-1}\right) \\
& \leqslant\left(e_{m+1}-e_{n-1}\right) \sum_{k=n}^{m-1} \frac{1}{k}\left(e_{k+1}-e_{k}\right)\left(e_{m+1}-e_{n-1}\right) \\
& \leqslant\left(e_{m+1}-e_{n-1}\right) b\left(e_{m+1}-e_{n-1}\right) \preceq a .
\end{aligned}
$$

Thus the scale is continuous.
The implication (iii) $\Rightarrow$ (ii) is essentially the "only if" part of Theorem 2.10 in [17]. The following notions have appeared in various forms and various names in the literature (e.g., [20], and 4.3.11 of [3]) and for ease of reference we present them by the following formal definition.

Definition 2.8. Let $\mathcal{B}$ be a $C^{*}$-algebra.
(i) A sequence of elements $0 \neq s_{i} \in \mathcal{B}_{+}$is called order dense for $\mathcal{B}$ if for every $0 \neq a \in \mathcal{B}_{+}$there is an integer $n$ for which $s_{n} \preceq a$.
(ii) A sequence of mutually orthogonal elements $0 \neq t_{i} \in \mathcal{B}_{+}$is called thin for $\mathcal{B}$ if for every $0 \neq a \in \mathcal{B}_{+}$there is an integer $N$ such that $\sum_{i=n}^{m} t_{i} \preceq a$ for all $m \geqslant n \geqslant N$.

Recall that a thin sequence of projections is called an $\ell^{1}$ sequence in [20]. Clearly, thin sequences are order dense; also if $\left\{s_{i}^{\prime}\right\}$ is an order dense sequence for $\mathcal{B}$ and $0 \neq s_{i} \in \mathcal{B}_{+}$with $s_{i} \preceq s_{i}^{\prime}$ for every $i$, then $\left\{s_{i}\right\}$ is also order dense for $\mathcal{B}$. Similarly, let $0 \neq s_{i}, s_{i}^{\prime} \in \mathcal{B}_{+}$:
if $\left\{s_{i}^{\prime}\right\}$ is thin, $s_{i} s_{j}=0$ for $i \neq j$ and $s_{i} \preceq s_{i}^{\prime} \forall i$, then $\left\{s_{i}\right\}$ is thin.
This follows from Lemma 1.1(vi) since $\sum_{i=n}^{m} s_{i} \preceq \sum_{i=n}^{m} s_{i}^{\prime}$ for every $m \geqslant n$. It is also immediate to see that

$$
\begin{equation*}
\text { if }\left\{s_{i}^{\prime}\right\} \text { is thin, } s_{i}=\alpha_{i} s_{i}^{\prime} \text { for some } \alpha_{i}>0 \text {, then }\left\{s_{i}\right\} \text { is thin. } \tag{2.3}
\end{equation*}
$$

In separable $C^{*}$-algebras, it is easy to construct order dense sequences (see also the construction in Lemma 2.4 of [17] and [34] for projections).

Proposition 2.9. Every separable C*-algebra has an order dense sequence.
Proof. Let $\mathcal{B}$ be a separable $C^{*}$-algebra and let $\left\{b_{m}\right\}$ be a sequence of positive elements dense in the unit ball of $\mathcal{B}_{+}$. Let $\left\{s_{n}\right\}$ be an enumeration of the nonzero
elements in the collection $\left\{\left(b_{m}-\frac{1}{2}\right)_{+}: m \in \mathbb{N}\right\}$. For every $0 \neq a \in \mathcal{B}_{+}$there is an $m \in \mathbb{N}$ such that $\left\|\frac{a}{\|a\|}-b_{m}\right\|<\frac{1}{2}$. Then $\left\|b_{m}\right\|>\frac{1}{2}$, hence $\left(b_{m}-\frac{1}{2}\right)_{+} \neq 0$, and thus $\left(b_{m}-\frac{1}{2}\right)_{+}=s_{n}$ for some $n$. Then $s_{n} \preceq \frac{a}{\|a\|} \sim a$ by Lemma 1.1 (iv). Thus $\left\{s_{n}\right\}$ is an order dense sequence.

Another case when order dense sequences are immediate to obtain is the following. For every $C^{*}$-algebra $\mathcal{A}$, denote by $D(\mathcal{A})$ the (possibly empty) dimension semigroup of Murray-von Neumann equivalence classes of projections. We say that $D(\mathcal{A})$ is order separable if there is a sequence $\left\{p_{n}\right\}$ of nonzero projections of $\mathcal{A}$ such that for every projection $0 \neq p \in \mathcal{A}$ there is a $p_{n} \preceq p$. Of course, if $D(\mathcal{A})$ is countable, it is also order separable, but type $I_{1}$ von Neumann factors are examples of (non-separable) $C^{*}$-algebras with a dimension semigroup $D(\mathcal{A})$ that is order separable but not countable.

Proposition 2.10. Every $C^{*}$-algebra $\mathcal{B}$ with (SP) property and with order separable dimension semigroup $D(\mathcal{B})$ has an order dense sequence of projections.

Proof. By the (SP) property, for every $0 \neq a \in \mathcal{B}_{+}$there is a nonzero projection $q \in \operatorname{her}(a)$, and hence, $q \preceq a$. Since $p_{n} \preceq q$ for some $n$, we have $p_{n} \preceq a$. Thus $\left\{p_{n}\right\}$ is order dense for $\mathcal{B}$.

Starting with a thin sequence, we can construct an order dense sequence. For future use in this paper, we will prove a slightly stronger version than needed in this section. When $s, t \in \mathcal{B}_{+}$and $n \in \mathbb{N}$, we will denote by $n s$ an $n$-fold direct sum of $s$ with itself. Then $n s \in M_{n}\left(\mathcal{B}_{+}\right)$and the subequivalence relation $n s \preceq t$ is understood to hold in $M_{n}\left(\mathcal{B}_{+}\right)$. In particular, if $s \preceq t_{i}$ for $1 \leqslant i \leqslant n$ and $t_{i}$ are mutually orthogonal, then by Lemma 1.1 (vi), $n s \preceq \sum_{i=1}^{n} t_{i}$.

Lemma 2.11. Let $\mathcal{B}$ be a simple non-elementary $C^{*}$-algebra. Then for every sequence $\left\{s_{i}\right\}$ of elements $0 \neq s_{i} \in \mathcal{B}_{+}$, there is a sequence of mutually orthogonal elements $0 \neq t_{i} \in \mathcal{B}_{+}$such that $n \sum_{i=n}^{m} t_{i} \preceq s_{n}$ for every pair of integers $m \geqslant n$.

Proof. Let $\left\{a_{i}\right\}$ be a sequence of mutually orthogonal elements $0 \neq a_{i} \in \mathcal{B}_{+}$ (e.g., see Lemma 1.5. By Lemma 1.4, there are elements $0 \neq s_{i}^{\prime} \in \mathcal{B}_{+}$with $s_{i}^{\prime} \leqslant a_{i}$ and $s_{i}^{\prime} \preceq s_{i}$. For every $i$, use Lemma 1.5 to find an infinite sequence $\left\{s_{i, j}^{\prime}\right\}$ of mutually orthogonal nonzero elements $0 \neq s_{i, j}^{\prime} \in \mathcal{B}$ such that $\sum_{j=1}^{n} s_{i, j}^{\prime} \leqslant s_{i}^{\prime}$ for every $n$. For every $j$, set $s_{1, j}=s_{1, j}^{\prime}$. Applying Lemma 1.4 . find an element $0 \neq$ $s_{2, j} \leqslant s_{2, j}^{\prime}$, such that $s_{2, j} \preceq s_{1, j}$. By iterating the construction, find sequences $\left\{s_{i, j}\right\}$ of elements $0 \neq s_{i, j} \leqslant s_{i, j}^{\prime}$ such that

$$
s_{i, j} \preceq s_{i-1, j} \preceq \cdots \preceq s_{1, j} \quad \forall i, j .
$$

Now apply again Lemma 1.5 to find mutually orthogonal elements $0 \neq t_{i, j} \in \mathcal{A}_{+}$ such that $\sum_{j=1}^{n} t_{i, j} \leqslant s_{i, i}$. By Lemma 1.4 we can assume again that for every $i$,

$$
t_{i, i} \preceq t_{i, i-1} \preceq \cdots \preceq t_{i, 1} .
$$

Let $t_{i}:=t_{i, i}$. Notice that the sequences $t_{i} \leqslant s_{i, i} \leqslant s_{i}^{\prime} \leqslant a_{i}$ are mutually orthogonal. Thus for every $n \leqslant i \in \mathbb{N}$

$$
n t_{i} \preceq \sum_{j=1}^{n} t_{i, j} \leqslant s_{i, i}
$$

and hence,

$$
n \sum_{i=n}^{m} t_{i} \preceq \sum_{i=n}^{m} s_{i, i} \preceq \sum_{i=n}^{m} s_{n, i} \preceq \sum_{i=n}^{m} s_{n, i}^{\prime} \leqslant s_{n}^{\prime} \preceq s_{n} .
$$

The following consequence is now immediate.
Corollary 2.12. Let $\mathcal{B}$ be a simple non-elementary $C^{*}$-algebra. If $\mathcal{B}$ has an order dense sequence $\left\{s_{i}\right\}$, then it has a thin sequence $\left\{t_{i}\right\}$ with $t_{i} \preceq s_{i}$ for every $i$.

If $\mathcal{A}$ is a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with an approximate identity $\left\{e_{n}\right\}$, and two sequences of positive integers $\left\{m_{j}\right\}$ and $\left\{n_{j}\right\}$ such that $n_{j}<$ $m_{j}<n_{j+1}$ for every $j$, and $\left\{d_{j}\right\}$ is a sequence of bounded elements $d_{j} \in \mathcal{A}_{+}$ for which $d_{j} \leqslant M_{j}\left(e_{m_{j}}-e_{n_{j}}\right)$ for some $M_{j}>0$, then the elements $d_{j}$ are mutually orthogonal and the series $\sum_{j=1}^{\infty} d_{j}$ converges strictly. We will call the sum $D$ of such a sequence diagonal with respect to $\left\{e_{n}\right\}$. Furthermore, $D \in \mathcal{A}$ if and only if $\lim _{j}\left\|d_{j}\right\|=0$.

LEMMA 2.13. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra and assume that the element $D:=\sum_{j=1}^{\infty} d_{j}$ is diagonal with respect to an approximate identity $\left\{e_{n}\right\}$. Then $D \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ if and only if the sequence $\left\{d_{j}\right\}$ is thin.

Proof. Let $\left\{n_{j}\right\}$ and $\left\{m_{j}\right\}$ be sequences of positive integers such that $n_{j}<$ $m_{j}<n_{j+1}$ for every $j$ and $d_{j} \leqslant M_{j}\left(e_{m_{j}}-e_{n_{j}}\right)$ for some $M_{j}>0$ and all $j$. Assume first that the sequence $\left\{d_{j}\right\}$ is thin. Since for every $p \geqslant L \in \mathbb{N}$ we have

$$
\left(1-e_{n_{L}}\right) \sum_{j=1}^{L-1} d_{j}=0 \quad \text { and } \quad e_{m_{p}} \sum_{j=p+1}^{\infty} d_{j}=0
$$

it follows that

$$
\left(e_{m_{p}}-e_{n_{L}}\right) D=\left(e_{m_{p}}-e_{n_{L}}\right) \sum_{j=L}^{p} d_{j} .
$$

Now let $0 \neq a \in \mathcal{A}_{+}$and $L \in \mathbb{N}$ be such that if $p \geqslant L$, then $\sum_{j=L}^{p} d_{j} \preceq a$. For every $m>N:=n_{L}$ choose $p$ such that $m_{p} \geqslant m$. Then by Lemma 1.6(iii) and

Lemma 1.1(i), we have

$$
\left(e_{m}-e_{N}\right) D\left(e_{m}-e_{N}\right) \preceq\left(e_{m_{p}}-e_{N}\right) D\left(e_{m_{p}}-e_{N}\right)=\left(e_{m_{p}}-e_{N}\right) \sum_{j=L}^{p} d_{j}\left(e_{m_{p}}-e_{N}\right) \preceq \sum_{j=L}^{p} d_{j} \preceq a .
$$

This proves that $D \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$.
Assume now that $D \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ and let $0 \neq a \in \mathcal{A}_{+}$. Then there is an integer $N$ such that $\left(e_{m}-e_{N}\right) D\left(e_{m}-e_{N}\right) \preceq a$ for every $m \geqslant N$. Let $L$ be such that $n_{L} \geqslant N+1$ and $p \geqslant L$. Since $\sum_{j=L}^{p} d_{j} \leqslant M\left(e_{m_{p}}-e_{n_{L}}\right)$ and

$$
\left(e_{m_{p}+1}-e_{n_{L}-1}\right)\left(e_{m_{p}}-e_{n_{L}}\right)=e_{m_{p}}-e_{n_{L}}
$$

it follows that $\left(e_{m_{p}+1}-e_{n_{L}-1}\right) \sum_{j=L}^{p} d_{j}=\sum_{j=L}^{p} d_{j}$. But then $m_{p}+1>N$, and hence,

$$
\begin{aligned}
\sum_{j=L}^{p} d_{j} & =\left(e_{m_{p}+1}-e_{n_{L}-1}\right) \sum_{j=L}^{p} d_{j}\left(e_{m_{p}+1}-e_{n_{L}-1}\right) \\
& \leqslant\left(e_{m_{p}+1}-e_{n_{L}-1}\right) D\left(e_{m_{p}+1}-e_{n_{L}-1}\right) \preceq\left(e_{m_{p}+1}-e_{N}\right) D\left(e_{m_{p}+1}-e_{N}\right) \preceq a .
\end{aligned}
$$

This proves that $\left\{d_{j}\right\}$ is thin.
THEOREM 2.14. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra with an approximate identity $\left\{e_{n}\right\}$. Then the following are equivalent:
(i) $\mathcal{A}_{+} \neq \overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$;
(ii) $\mathcal{A}$ has an order dense sequence;
(iii) $\mathcal{A}$ has a thin sequence;
(iv) $\mathcal{A}$ has a thin sequence $d_{j}$ such that $D=\sum_{j=1}^{\infty} d_{j}$ converges strictly to an element $D \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \backslash \mathcal{A}$.

Proof. As usual, set $K_{\mathrm{o}}=K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$.
(i) $\Rightarrow$ (ii) $\mathcal{A}_{+} \neq \bar{K}_{\mathrm{o}}$ if and only if there is an element $X \in K_{\mathrm{o}} \backslash A$. Then for every $k,\left(1-e_{k}\right) X\left(1-e_{k}\right) \neq 0$, hence there is some integer $m_{k}>k$ such that

$$
s_{k}:=\left(e_{m_{k}}-e_{k}\right) X\left(e_{m_{k}}-e_{k}\right) \neq 0
$$

By the defining property of $K_{0}$, for every $0 \neq a \in \mathcal{A}_{+}$there is an integer $N$ such that $s_{N} \preceq a$.
(ii) $\Rightarrow$ (iii) by Corollary 2.12 .
(iii) $\Rightarrow$ (iv) Assume that $\left\{t_{j}\right\}$ is a thin sequence for $\mathcal{A}_{+}$. By Lemma 1.4 for every $j$ we can find $0 \neq \widetilde{d}_{j} \in \mathcal{A}_{+}$such that $\widetilde{d}_{j} \preceq t_{j}$ and $\widetilde{d}_{j} \leqslant e_{2 j}-e_{2 j-1}$. Let $d_{j}:=\frac{\widetilde{d}_{j}}{\left\|\tilde{d}_{j}\right\|}$ and $D:=\sum_{j=1}^{\infty} d_{j}$. The sequence $\left\{d_{j}\right\}$ is mutually orthogonal and thin by 2.2) and (2.3), and by construction, $D$ is diagonal with respect to $\left\{e_{n}\right\}$. Then by Lemma 2.13, $D \in K_{\mathrm{o}} \backslash \mathcal{A}$.
(iv) $\Rightarrow$ (i) Obvious.

Immediate consequences of Theorem 2.14, Proposition 2.9 and Proposition 2.10, and Lemma 2.7 are the following ((i) was obtained in Lemma 2.4 of [17]).

Corollary 2.15. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra with an approximate identity $\left\{e_{n}\right\}$. Then $\mathcal{A}_{+} \neq \bar{K}_{\mathrm{o}}$ in any of the following cases:
(i) $\mathcal{A}$ is separable;
(ii) the Cuntz semigroup is order separable;
(iii) $\mathcal{A}$ has the (SP) property and its dimension semigroup $D(\mathcal{A})$ of Murray-von Neumann equivalence classes of projections is order separable;
(iv) $\mathcal{A}$ has a continuous scale.

We will see in Section 4 that another case when $\mathcal{A}_{+} \neq \bar{K}_{\mathrm{o}}$ is when $\mathcal{A}$ has strict comparison of positive elements by traces (see Proposition 4.4 and Theorem 4.6.

## 3. THE MINIMAL IDEAL

We proceed now to prove that for every approximate identity $\left\{e_{n}\right\}$, as usual, satisfying [1.15, $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is weakly invariant and to obtain properties of $\bar{L}\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$. In order to do that, we need first to strengthen a result obtained in Theorem 4.2 of [12]. Diagonal series have proven to be very valuable in working with multiplier algebras, starting with [8] and then [15], [25], [34] among many other. It is well known that a Weyl-von Neumann decomposition of selfadjoint elements into the sum of a diagonal series plus an element in $\mathcal{A}$ of arbitrarily small norm is possible only under additional conditions on $K_{1}(\mathcal{A})$ (e.g., if $\mathcal{A}$ has real rank zero, the Weyl-von Neumann theorem holds precisely when $\mathcal{M}(\mathcal{A})$ has real rank zero [35]). However a decomposition into a tridiagonal series plus remainder was obtained and used in [15] and [34]. A refinement of that construction, but with fewer hypotheses on $\mathcal{A}$, was obtained in [12] where we proved that if $\mathcal{A}$ is $\sigma$-unital, then every positive element $T \in \mathcal{M}(\mathcal{A})_{+}$can be decomposed into the sum of a selfadjoint element in $\mathcal{A}$ of arbitrarily small norm and a bidiagonal series. A bidiagonal series $D:=\sum_{k=1}^{\infty} d_{k}$ is a strictly converging series with summands $d_{k} \in \mathcal{A}_{+}$such that $d_{k} d_{k^{\prime}}=0$ for $\left|k-k^{\prime}\right|>1$. In particular, $D=D_{\mathrm{e}}+D_{\mathrm{o}}$, where $D_{\mathrm{e}}:=\sum_{k=1}^{\infty} d_{2 k}$ and $D_{\mathrm{o}}:=\sum_{k=1}^{\infty} d_{2 k-1}$ are diagonal series.

If $T \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$, the original proof in [12] can be modified to show that the bidiagonal series can be chosen in $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$. Also in order to obtain some further enhancements that will be needed later in this paper, and for the readers' convenience, we will present here a self-contained proof.

THEOREM 3.1. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra with approximate identities $\left\{e_{n}\right\}$ and $\left\{f_{m}\right\}$, and let $X^{*} X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ for some $X \in \mathcal{M}(\mathcal{A})$. Then for every $\varepsilon>0$, there exist an element $t=t^{*} \in \mathcal{A}$ with $\|t\|<\varepsilon$, and a bidiagonal series $D:=\sum_{k=1}^{\infty} d_{k}$ such that $X X^{*}=D+t$ and $D \in K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)$.

Proof. Without loss of generality, assume that $\|X\|=1$ and assume also that $X X^{*} \notin \mathcal{A}$ as the conclusion is trivial when $X X^{*} \in \mathcal{A}$ (e.g., see (2.1)). By Theorem 2.14, there exists a thin sequence $\left\{t_{k}\right\}$. By the definition of $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ there is an increasing sequence $\left\{N_{k}\right\}$, such that

$$
\left(e_{m}-e_{N_{k}}\right) X^{*} X\left(e_{m}-e_{N_{k}}\right) \preceq t_{k+1} \quad \forall m>N_{k} .
$$

Since $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)=K_{\mathrm{o}}\left(\left\{e_{N_{k}}\right\}\right)$ by Lemma 2.6, to simplify notations assume that

$$
\begin{equation*}
\left(e_{m}-e_{n}\right) X^{*} X\left(e_{m}-e_{n}\right) \preceq t_{n+1} \quad \forall m>n . \tag{3.1}
\end{equation*}
$$

Fix $\varepsilon>0$ and construct two sequences $\left\{m_{k}\right\}$ and $\left\{n_{k}\right\}$ of strictly increasing integers as follows. Set $m_{0}=n_{0}=n_{-1}=0, n_{1}=1$ and $e_{0}=f_{0}=0$. Since $\left\{f_{m}\right\}$ is an approximate identity, we can find $m_{1}>0$ such that

$$
\left\|e_{n_{1}} X^{*}\left(1-f_{m_{1}}\right)\right\|<\frac{\varepsilon^{2}}{4^{3}}
$$

Then choose $n_{2}>n_{1}=1$ such that

$$
\left\|\left(1-e_{n_{2}}\right) X^{*} f_{m_{1}}\right\|<\frac{\varepsilon^{2}}{4^{5}} .
$$

By iterating, construct strictly increasing sequences of integers $\left\{m_{k}\right\}$ and $\left\{n_{k}\right\}$ such that

$$
\begin{array}{r}
\left\|e_{n_{k}} X^{*}\left(1-f_{m_{k}}\right)\right\|<\frac{\varepsilon^{2}}{4^{k+2}} \quad \text { for } k \geqslant 1 \\
\left\|\left(1-e_{n_{k-1}}\right) X^{*} f_{m_{k-2}}\right\|<\frac{\varepsilon^{2}}{4^{k+2}} \quad \text { for } k \geqslant 3
\end{array}
$$

When $A, B, C$ are bounded operators, $\|C\| \leqslant 1$, and $0 \leqslant A \leqslant B$, then

$$
\left\|A^{1 / 2} C\right\|^{2}=\left\|C^{*} A C\right\| \leqslant\left\|C^{*} B C\right\| \leqslant\|B C\|
$$

Using the fact that $\|X\|=1$ and $\left\|f_{m_{k}}\right\|=1$ for all $k$, we can apply this inequality to $A:=\left(e_{n_{k}}-e_{n_{k-1}}\right)$ and

$$
B:=e_{n_{k}} \quad \text { and } \quad C:=X^{*}\left(1-f_{m_{k}}\right)
$$

and also to

$$
B:=1-e_{n_{k-1}} \quad \text { and } \quad C:=X^{*} f_{m_{k-2}}
$$

Thus we obtain

$$
\begin{aligned}
\left\|\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*}\left(1-f_{m_{k}}\right)\right\| \leqslant \frac{\varepsilon}{2^{k+2}} & \text { for } k \geqslant 1 \\
\left\|\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*} f_{m_{k-2}}\right\| \leqslant \frac{\varepsilon}{2^{k+2}} & \text { for } k \geqslant 3
\end{aligned}
$$

By the triangle inequality,

$$
\begin{aligned}
&\left\|\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*}-\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*}\left(f_{m_{k}}-f_{m_{k-2}}\right)\right\| \\
&=\left\|\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*}\left(1-f_{m_{k}}\right)+\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*} f_{m_{k-2}}\right\|<\frac{\varepsilon}{2^{k+1}} .
\end{aligned}
$$

From the inequality $\left\|A^{*} A-B^{*} B\right\| \leqslant(\|A\|+\|B\|)(\|A-B\|)$ and the fact that $\|X\|=1$ and $\left\|e_{n_{k}}\right\|=\left\|f_{m_{k}}\right\|=1$, we thus have

$$
\begin{equation*}
\left\|X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}-\left(f_{m_{k}}-f_{m_{k-2}}\right) X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}\left(f_{m_{k}}-f_{m_{k-2}}\right)\right\| \leqslant \frac{\varepsilon}{2^{k}} \tag{3.2}
\end{equation*}
$$

Set

$$
c_{k}:=\left(f_{m_{k}}-f_{m_{k-2}}\right) X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}\left(f_{m_{k}}-f_{m_{k-2}}\right), \quad D:=\sum_{k=1}^{\infty} c_{k} .
$$

Since $f_{m}$ is an approximate identity for $\mathcal{A}$ and the sequence

$$
c_{k} \leqslant\|X\|^{2}\left(f_{m_{k}}-f_{m_{k-2}}\right)^{2} \leqslant f_{m_{k}}-f_{m_{k-2}}
$$

is uniformly bounded, it is clear that the series converges strictly. Furthermore,

$$
X X^{*}=\sum_{k=1}^{\infty} X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}
$$

where the series also converges strictly. Set

$$
t:=X X^{*}-D=\sum_{k=1}^{\infty}\left(X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}-c_{k}\right)
$$

It follows from (3.2) that this series converges in norm, hence $t=t^{*} \in \mathcal{A}$. Moreover

$$
\|t\| \leqslant \sum_{k=1}^{\infty}\left\|X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*}-c_{k}\right\|<\varepsilon .
$$

Thus we have the decomposition $X X^{*}=D+t$. We need to verify that $D$ is a bidiagonal series and that $D \in K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)$. We will use now 3.1, which is a consequence of $X^{*} X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \backslash \mathcal{A}$. For every $k>1$

$$
\begin{aligned}
c_{k} & \preceq X\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*} \quad(\text { by Lemma } 1.1 \text { (i) }) \\
& \sim\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} X^{*} X\left(e_{n_{k}}-e_{n_{k-1}}\right)^{1 / 2} \quad(\text { by Lemma 1.1(ii) }) \\
& \sim\left(e_{n_{k}}-e_{n_{k-1}}\right) X^{*} X\left(e_{n_{k}}-e_{n_{k-1}}\right) \quad(\text { by Lemma 1.6(ii) }) \\
& \preceq t_{k} \quad(\text { by } 3.1) .
\end{aligned}
$$

Set $d_{k}:=c_{2 k}+c_{2 k-1}$. By Lemma 1.1(vi),

$$
\begin{equation*}
d_{k} \preceq t_{2 k}+t_{2 k-1} \tag{3.3}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
d_{k} \leqslant 2\|X\|^{2}\left(f_{m_{2 k}}-f_{m_{2 k-3}}\right) \tag{3.4}
\end{equation*}
$$

whence we see that $D$ is bidiagonal. In particular, the even and odd sequences

$$
d_{2 k} \leqslant 2\|X\|^{2}\left(f_{m_{4 k}}-f_{m_{4 k-3}}\right), \quad d_{2 k+1} \leqslant 2\|X\|^{2}\left(f_{m_{4 k+2}}-f_{m_{4 k-1}}\right)
$$

are both mutually orthogonal, satisfy the intertwining condition of Lemma 2.13 , and are thin by 3.3 and 2.2 ) since

$$
d_{2 k} \preceq t_{4 k}+t_{4 k-1}, \quad d_{2 k+1} \preceq t_{4 k+2}+t_{4 k+1}
$$

and both sequences $\left\{t_{4 k}+t_{4 k-1}\right\}$ and $\left\{t_{4 k+2}+t_{4 k+1}\right\}$ are thin. But then their sums

$$
D_{\mathrm{e}}:=\sum_{k=1}^{\infty} d_{2 k} \quad \text { and } \quad D_{\mathrm{o}}:=\sum_{k=1}^{\infty} d_{2 k-1}
$$

are both in $K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)$, and hence, $D=D_{\mathrm{e}}+D_{\mathrm{o}} \in K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)$, which concludes the proof.

REMARK 3.2. If in Theorem 3.1 we start with an element $B \in \mathcal{M}(\mathcal{A})_{+}$and drop the hypothesis that $B \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$, the same proof yields the decomposition $B=D+t$ where $D$ is a bidiagonal series. Furthermore, if $\left\{f_{m}\right\}$ is an approximate identity, then we can choose $D$ to be the sum $D=D_{\mathrm{e}}+D_{\mathrm{o}}$ of two diagonal series with respect to $\left\{f_{m}\right\}$. In fact to obtain this result we only need to require that $\mathcal{A}$ is $\sigma$-unital (see Theorem 4.2 of [12]).

Corollary 3.3. Let $\mathcal{A}$ be simple, $\sigma$-unital, non-unital, non-elementary and let $\left\{e_{n}\right\},\left\{f_{m}\right\}$ be two approximate identities for $\mathcal{A}$. Then
(i) $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}=\overline{K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)}$;
(ii) $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is weakly invariant, hence $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ is hereditary and strongly invariant;
(iii) $\overline{L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)}$ is a two-sided ideal and

$$
\overline{L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)}=L\left(\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right.}\right)=\operatorname{span}\left\{\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}\right\}
$$

Proof. (i) If $T \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$, then by applying Theorem 3.1 to $X:=T^{1 / 2}$ we see that $T \in \overline{K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)}$, that is, $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \subset \overline{K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)}$. Thus $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)} \subset \overline{K_{\mathrm{o}}\left(\left\{f_{m}\right\}\right)}$. By reversing the role of the approximate identities we obtain equality.
(ii) If $X \in K_{o}\left(\left\{e_{n}\right\}\right)$ and $A \in \mathcal{M}(\mathcal{A})$ then

$$
\left(X^{1 / 2} A^{*}\right)\left(X^{1 / 2} A^{*}\right)^{*}=X^{1 / 2} A^{*} A X^{1 / 2} \leqslant\|A\|^{2} X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)
$$

hence by Theorem 3.1 .

$$
A X A^{*}=\left(X^{1 / 2} A^{*}\right)^{*}\left(X^{1 / 2} A^{*}\right) \in \overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}
$$

Thus $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ is weakly invariant, and hence, by Lemma 1.11 (ii) and (iv), we obtain that $\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ is hereditary and strongly invariant.
(iii) Follows immediately from Corollary 1.12 and Theorem 1.10 I

The independence of $\overline{L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)}$ on the approximate identity was obtained in Remark 2.9 of [17]. From now on, we will denote

$$
\begin{equation*}
I_{\min }:=\overline{L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)} \tag{3.5}
\end{equation*}
$$

The following result sheds additional light on the relation between $I_{\min }$ and $L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$.

Proposition 3.4. Let $\mathcal{A}$ be simple, $\sigma$-unital, non-unital, non-elementary and let $\left\{e_{n}\right\}$ be an approximate identity for $\mathcal{A}$. Then $I_{\min }=\mathcal{A}+L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$.

Proof. The inclusion $\mathcal{A}+L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right) \subset I_{\min }$ is obvious, and to prove equality it is enough to verify that if $D \in\left(I_{\min }\right)_{+}=\overline{K_{o}\left(\left\{e_{n}\right\}\right)}$, then it follows that $D \in \mathcal{A}+L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)$.

Without loss of generality, $\|D\| \leqslant 1$ and by Remark 3.2 we can assume that $D$ is diagonal with respect to $\left\{e_{n}\right\}$. By further decomposing if necessary $D=\sum_{j=1}^{\infty} d_{j}$ into a sum of at most three diagonal series, we can assume that there is a sequence $m_{k}$ such that $\left(e_{m_{k}}-e_{m_{k-1}}\right) d_{k}=d_{k}$ for all $k$. To simplify notations, assume that

$$
\begin{equation*}
\left(e_{k}-e_{k-1}\right) d_{k}=d_{k} \quad \forall k \tag{3.6}
\end{equation*}
$$

(setting $e_{0}=0$ ). By Theorem 2.14. $\mathcal{A}$ has a thin sequence $\left\{t_{j}\right\}$. For every $k$ find $b_{k} \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ such that $\left\|D-b_{k}\right\|<\frac{1}{k}$ and an integer $n_{k}$ such that

$$
\left(e_{m}-e_{n_{k}}\right) b_{k}\left(e_{m}-e_{n_{k}}\right) \preceq t_{k} \quad \forall m>n_{k} .
$$

Since

$$
\left\|\left(e_{m}-e_{n_{k}}\right) D\left(e_{m}-e_{n_{k}}\right)-\left(e_{m}-e_{n_{k}}\right) b_{k}\left(e_{m}-e_{n_{k}}\right)\right\| \leqslant\left\|D-b_{k}\right\|<\frac{1}{k}
$$

it follows from Lemma 1.1(iv) that for all $m>n_{k}$,

$$
\left(\left(e_{m}-e_{n_{k}}\right) D\left(e_{m}-e_{n_{k}}\right)-\frac{1}{k}\right)_{+} \preceq\left(e_{m}-e_{n_{k}}\right) b_{k}\left(e_{m}-e_{n_{k}}\right) \preceq t_{k} .
$$

By (3.6,

$$
\left(\left(e_{m}-e_{n_{k}}\right) D\left(e_{m}-e_{n_{k}}\right)-\frac{1}{k}\right)_{+}=\left(\sum_{j=n_{k}}^{m} d_{j}-\frac{1}{k}\right)_{+}=\sum_{j=n_{k}}^{m}\left(d_{j}-\frac{1}{k}\right)_{+} .
$$

Set $\delta_{j}:=\frac{1}{k}$ for $n_{k} \leqslant j<n_{k+1}$. Thus for all $k \in \mathbb{N}, \sum_{j=n_{k}}^{n_{k+1}-1}\left(d_{j}-\delta_{j}\right)_{+} \preceq t_{k}$. Then for every $0 \neq a \in \mathcal{A}_{+}$there is a $K \in \mathbb{N}$ such that $\sum_{j=K}^{k} t_{j} \preceq a$ for all $k>K$. For all $m>n_{K}$, choose $n_{H} \geqslant m$. Then

$$
\left(e_{m}-e_{n_{K}}\right)\left(\sum_{j=1}^{\infty}\left(d_{j}-\delta_{j}\right)_{+}\right)\left(e_{m}-e_{n_{K}}\right)=\sum_{j=n_{K}}^{m}\left(d_{j}-\delta_{j}\right)_{+} \leqslant \sum_{j=n_{K}}^{n_{H}}\left(d_{j}-\delta_{j}\right)_{+}
$$

$$
\leqslant \sum_{k=K}^{H-1} \sum_{j=n_{k}}^{n_{k+1}}\left(d_{j}-\delta_{j}\right)_{+} \preceq \sum_{k=K}^{H-1} t_{k} \preceq a
$$

which proves that

$$
\sum_{j=1}^{\infty}\left(d_{j}-\delta_{j}\right)_{+} \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \subset L\left(K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)\right)
$$

Finally,

$$
D-\sum_{j=1}^{\infty}\left(d_{j}-\delta_{j}\right)_{+}=\sum_{j=1}^{\infty}\left(d_{j}-\left(d_{j}-\delta_{j}\right)_{+}\right) \in \mathcal{A}_{+}
$$

since $0 \leqslant d_{j}-\left(d_{j}-\delta_{j}\right)_{+} \leqslant \delta_{j}\left(e_{j+1}-e_{j}\right)$.
We proceed now to justify the notation $I_{\min }$. The natural "minimal ideal" is the intersection $\mathcal{J}_{\mathrm{o}}$ of all ideals (not necessarily proper) properly containing $\mathcal{A}$, in symbols

$$
\begin{equation*}
\mathcal{J}_{\mathrm{o}}:=\bigcap\{\mathcal{J} \triangleleft \mathcal{M}(\mathcal{A}), \mathcal{A} \subsetneq \mathcal{J}\} \tag{3.7}
\end{equation*}
$$

Obviously $\mathcal{A} \subset \mathcal{J}_{\mathrm{o}}$, but we do not know whether $\mathcal{A} \neq \mathcal{J}_{\mathrm{o}}$ holds in general. However, we will prove now that $I_{\min }=\mathcal{J}_{\mathrm{o}}$ (see Theorem 3.7). A key tool in that proof, and used also throughout this paper, is the following result obtained in [12].

Proposition 3.5 ([12], Proposition 4.4). Let $\mathcal{B}$ be a non-unital $C^{*}$-algebra and let $A=\sum_{n=1}^{\infty} A_{n}, B=\sum_{n=1}^{\infty} B_{n}$ where $A_{n}, B_{n} \in \mathcal{M}(\mathcal{B})_{+}, A_{n} A_{m}=0, B_{n} B_{m}=0$ for $n \neq m$ and the two series converge in the strict topology, and $A_{n} \preceq\left(B_{n}-\delta\right)_{+}$for some $\delta>0$ and for all $n$. Then for every $\varepsilon>0$ and $0<\delta^{\prime}<\delta$ there is an $X \in \mathcal{M}(\mathcal{B})$ such that $(A-\varepsilon)_{+}=X\left(B-\delta^{\prime}\right)_{+} X^{*}$, and hence, $A \preceq\left(B-\delta^{\prime}\right)_{+} \leqslant B$.

If the sum of a positive diagonal series in $\mathcal{M}(\mathcal{B})$ is subequivalent to another strictly converging series in $\mathcal{M}(\mathcal{B})$ (not necessarily diagonal) then we can deduce the following relations between the summands.

Proposition 3.6. Let $\mathcal{B}$ be a non-unital $C^{*}$-algebra, let $A=\sum_{k=1}^{\infty} a_{k}$ and $B=\sum_{k=1}^{\infty} b_{k}$ be two strictly converging series with $a_{k}, b_{k} \in \mathcal{B}_{+}$and with the elements $a_{k}$ mutually orthogonal. If $A \preceq B$, then for every $\delta>0$ and $M \in \mathbb{N}$ there is an $N \in \mathbb{N}$ such that for every $n \geqslant N$ there is an $m \geqslant M$ such that

$$
\sum_{k=N}^{n}\left(a_{k}-\delta\right)_{+} \preceq \sum_{k=M}^{m} b_{k} .
$$

Proof. By Lemma 1.1(v), there is an element $X \in \mathcal{M}(\mathcal{B})$ such that $(A-$ $\left.\frac{\delta}{6}\right)_{+}=X B X^{*}$, and hence, by Lemma 1.3 there is a $Y \in \mathcal{M}(\mathcal{B})$ such that

$$
\begin{equation*}
\left\|\left(A-\frac{\delta}{6}\right)_{+}-\left(\left(A-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} Y X B X^{*} Y^{*}\left(\left(A-\frac{\delta}{6}\right)_{+}\right)^{1 / 2}\right\|<\frac{\delta}{6} \tag{3.8}
\end{equation*}
$$

and $\left\|Y X B X^{*} Y^{*}\right\| \leqslant 1$. Because of the mutual orthogonality of $a_{k}$, and hence, of $\left(a_{k}-\frac{\delta}{6}\right)_{+}$, we have for every $n$

$$
\begin{equation*}
\left(A-\frac{\delta}{6}\right)_{+}=\sum_{k=1}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+} \geqslant \sum_{k=n}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+} \tag{3.9}
\end{equation*}
$$

If $a, b, c$ are positive elements in a $C^{*}$-algebra $\mathcal{C}$ with $a \leqslant b$ and $\|c\| \leqslant 1$, then

$$
\begin{align*}
\left\|a-a^{1 / 2} c a^{1 / 2}\right\| & =\left\|a^{1 / 2}(1-c) a^{1 / 2}\right\|=\left\|(1-c)^{1 / 2} a(1-c)^{1 / 2}\right\|  \tag{3.10}\\
& \leqslant\left\|(1-c)^{1 / 2} b(1-c)^{1 / 2}\right\|=\left\|b-b^{1 / 2} c b^{1 / 2}\right\|
\end{align*}
$$

Thus from (3.8), 3.9, and 3.10 we have for all $n$

$$
\begin{equation*}
\left\|\sum_{k=n}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}-\left(\sum_{k=n}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} Y X B X^{*} Y^{*}\left(\sum_{k=n}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2}\right\|<\frac{\delta}{6} \tag{3.11}
\end{equation*}
$$

Since $Y X \sum_{k=1}^{M-1} b_{k} X^{*} Y^{*} \in \mathcal{B}$ and $\sum_{k=n}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+} \rightarrow 0$ strictly, we can find an integer $N$ such that

$$
\begin{equation*}
\left\|\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} Y X \sum_{k=1}^{M-1} b_{k} X^{*} Y^{*}\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2}\right\|<\frac{\delta}{6} . \tag{3.12}
\end{equation*}
$$

As a consequence of 3.11 and 3.12 we thus obtain

$$
\begin{equation*}
\left\|\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}-\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} Y X \sum_{k=M}^{\infty} b_{k} X^{*} Y^{*}\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2}\right\|<\frac{2 \delta}{6} \tag{3.13}
\end{equation*}
$$ and hence

$$
\begin{aligned}
\sum_{k=N}^{\infty}\left(a_{k}-\frac{3 \delta}{6}\right)_{+} & \preceq\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} Y X \sum_{k=M}^{\infty} b_{k} X^{*} Y^{*}\left(\sum_{k=N}^{\infty}\left(a_{k}-\frac{\delta}{6}\right)_{+}\right)^{1 / 2} \\
& \preceq \sum_{k=M}^{\infty} b_{k}
\end{aligned}
$$

A fortiori, for every $n \geqslant N$, we have $\sum_{k=N}^{n}\left(a_{k}-\frac{3 \delta}{6}\right)_{+} \preceq \sum_{k=M}^{\infty} b_{k}$. Then again by Lemma 1.1.(v), there is a $Z \in \mathcal{M}(\mathcal{B})$ such that

$$
\sum_{k=N}^{n}\left(a_{k}-\frac{4 \delta}{6}\right)_{+}=Z \sum_{k=M}^{\infty} b_{k} Z^{*}
$$

Choose $e \in \mathcal{B}$ such that $\left\|Z \sum_{k=M}^{\infty} b_{k} Z^{*}-e Z \sum_{k=M}^{\infty} b_{k} Z^{*} e\right\|<\frac{\delta}{6}$, and then choose $m \geqslant$ $M$ such that $\left\|e Z \sum_{k=m+1}^{\infty} b_{k} Z^{*} e\right\|<\frac{\delta}{6}$. Then

$$
\left\|\sum_{k=N}^{n}\left(a_{k}-\frac{4 \delta}{6}\right)_{+}-e Z \sum_{k=M}^{m} b_{k} Z^{*} e\right\|<\frac{2 \delta}{6}
$$

and hence

$$
\sum_{k=N}^{n}\left(a_{k}-\delta\right)_{+} \preceq e Z \sum_{k=M}^{m} b_{k} Z^{*} e \preceq \sum_{k=M}^{m} b_{k}
$$

The inclusion $I_{\text {min }} \subset \mathcal{J}_{\text {o }}$ in the following theorem has been obtained in Theorem 2.8 of [17], but for completeness's sake we include its proof.

THEOREM 3.7. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra. Then $I_{\min }=\mathcal{J}_{\mathrm{o}}$.

Proof. To prove that $I_{\min } \subset \mathcal{J}_{0}$, it is enough to show that given an approximate identity $\left\{e_{n}\right\}$, an element $D \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ and an element $C \in \mathcal{M}(\mathcal{A})_{+} \backslash \mathcal{A}$, then $D \in I(C)$. By Theorem 3.1 and Remark 3.2, $C=C_{\mathrm{e}}+C_{\mathrm{o}}+t$ for some $t=$ $t^{*} \in \mathcal{A}$ and two positive diagonal series $C_{e}$ and $C_{o}$ (with respect to $\left\{e_{n}\right\}$ ), at least one of which, say $C_{\mathrm{e}}$, does not belong to $\mathcal{A}$. Then, $I\left(C_{\mathrm{e}}\right) \subset I\left(C_{\mathrm{e}}+C_{\mathrm{o}}\right)=I(C)$, thus it is enough to prove that $D \in I\left(C_{\mathrm{e}}\right)$. To simplify notations, assume that $C=\sum_{k=1}^{\infty} c_{k}$ itself is diagonal with respect to $\left\{e_{n}\right\}$. By Theorem 3.1 and Remark 3.2. we can also assume that the series $D=\sum_{k=1}^{\infty} d_{k}$ is diagonal with respect to $\left\{e_{n}\right\}$. Since $\lim _{\delta \rightarrow 0}(C-\delta)_{+}=C \notin \mathcal{A}$, there is some $\delta>0$ such that $(C-\delta)_{+} \notin \mathcal{A}$. Since $(C-\delta)_{+}=\sum_{k=1}^{\infty}\left(c_{k}-\delta\right)_{+}$, we can assume without loss of generality that $\left(c_{k}-\delta\right)_{+} \neq 0$ for every $k$.

By Lemma 2.13, the sequence $\left\{d_{j}\right\}$ is thin, hence for every $k$ there is an integer $n_{k}$ such that

$$
\sum_{j=n_{k}+1}^{m} d_{j} \preceq\left(c_{k}-\delta\right)_{+} \quad \forall m \geqslant n_{k}, k \in \mathbb{N} .
$$

Choose the sequence $\left\{n_{k}\right\}$ so to be strictly increasing. Then in particular

$$
\sum_{j=n_{k}+1}^{n_{k+1}} d_{j} \preceq\left(c_{k}-\delta\right)_{+} \quad \forall k \in \mathbb{N},
$$

and hence, by Proposition 3.5 .

$$
\sum_{j=n_{1}+1}^{\infty} d_{j} \preceq\left(C-\frac{\delta}{2}\right)_{+} \leqslant C .
$$

Thus $D \in I(C)$, which shows that $I_{\text {min }} \subset \mathcal{J}_{0}$.
Now to prove that $\mathcal{J}_{\mathrm{o}}=I_{\text {min }}$, we need to consider only the case that $\mathcal{A} \neq$ $\mathcal{J}_{\mathrm{o}}$. We will prove that then $\mathcal{J}_{\mathrm{o}}$ contains a thin sequence, which by Theorem 2.14 implies that $\mathcal{A} \neq I_{\text {min }}$ and hence that $\mathcal{J}_{\mathrm{o}} \subset I_{\text {min }}$. Equality then holds by the first part of the proof.

Choose $D \in\left(\mathcal{J}_{\mathrm{o}}\right)_{+} \backslash \mathcal{A}$ and by invoking Theorem3.1 and Remark 3.2 as in the first part of the proof, assume that $D:=\sum_{k=1}^{\infty} d_{k}$ is diagonal with respect to $\left\{e_{n}\right\}$.

Let $\delta>0$ be such that $(D-\delta)_{+} \notin \mathcal{A}$. We claim that the sequence $\left\{\left(d_{k}-\delta\right)_{+}\right\}$ is thin. Since $\sum_{k=1}^{\infty}\left(d_{k}-\delta\right)_{+}=(D-\delta)_{+} \notin \mathcal{A}$, we can assume without loss of generality that $\left(d_{k}-\delta\right)_{+} \neq 0$ for all $k$. Let $0 \neq a \in \mathcal{A}_{+}$. By Lemma 2.11 applied to the stationary sequence $s_{i}=a$, there is a sequence of mutually orthogonal elements $0 \neq t_{i} \in \mathcal{A}_{+}$such that $n \sum_{i=n}^{m} t_{i} \preceq a$ for every pair of integers $m \geqslant n$. By Lemma 1.4 there are elements $0 \neq a_{i}^{\prime} \leqslant e_{2 i}-e_{2 i-1}$ and $a_{i}^{\prime} \preceq t_{i}$ for every $i$. Let $a_{i}:=\frac{a_{i}^{\prime}}{\left\|a_{i}^{\prime}\right\|}$. Then the series converges strictly to an element $A:=\sum_{i=1}^{\infty} a_{i} \in$ $\mathcal{M}(\mathcal{A}) \backslash \mathcal{A}$ because $a_{i} \leqslant \frac{1}{\left\|a_{i}^{\prime}\right\|}\left(e_{2 i}-e_{2 i-1}\right)$ and $\left\|a_{i}\right\|=1$ for every $i$. Furthermore, for every $m \geqslant M \in \mathbb{N}$ we have

$$
\begin{equation*}
M \sum_{i=M}^{m} a_{i} \sim M \sum_{i=M}^{m} a_{i}^{\prime} \preceq M \sum_{i=M}^{m} t_{i} \preceq a . \tag{3.14}
\end{equation*}
$$

Since $\mathcal{A} \subsetneq I(A)$, it follows that $\mathcal{J}_{\mathrm{o}} \subset I(A)$, and hence there is some $M$ such that $\left(D-\frac{\delta}{2}\right)_{+} \preceq M A$. By Proposition 3.6. there is some $N$ such that for every $n \geqslant N$ there is $m \geqslant M$ for which

$$
\sum_{k=N}^{n}\left(d_{k}-\delta\right)_{+} \preceq \sum_{i=M}^{m} M a_{i} \sim M \sum_{i=M}^{m} a_{i} \preceq a
$$

This proves that the sequence $\left\{\left(d_{k}-\delta\right)_{+}\right\}$is thin and thus concludes the proof.
In Corollary 3.3 of [19], Lin obtained that if $\mathcal{A}$ is non-unital, $\sigma$-unital, nonelementary, and simple, then $\mathcal{A}$ has continuous scale if and only if $\mathcal{M}(\mathcal{A}) / \mathcal{A}$ is simple, if and only if $\mathcal{M}(\mathcal{A}) / \mathcal{A}$ is simple and purely infinite. Continuing Lin's work we prove the following theorem.

THEOREM 3.8. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra and assume that $I_{\min } \neq \mathcal{A}$. Then $I_{\min } / \mathcal{A}$ is purely infinite simple.

Proof. By Theorem 3.7, it is trivial to see that $I_{\min } / \mathcal{A}$ is simple. Denote by $\pi: I_{\min } \rightarrow I_{\min } / \mathcal{A}$ the canonical quotient map. Choose a positive element $T \in$ $I_{\min } \backslash \mathcal{A}$. Given an approximate identity $\left\{e_{n}\right\}$, by Theorem 3.1 and Remark 3.2 we can find a series $D:=\sum_{k=1}^{\infty} d_{k}$ diagonal with respect to $\left\{e_{n}\right\}$ and with $0 \neq$ $\pi(D) \leqslant \pi(T)$. Choose $\delta>0$ such that $(D-\delta)_{+} \notin \mathcal{A}$. By the diagonality of $D,(D-\delta)_{+}=\sum_{k=1}^{\infty}\left(d_{k}-\delta\right)_{+}$and assume that $\left(d_{k}-\delta\right)_{+} \neq 0$ for every $k$. Apply Lemma 2.11 to the sequence $\left\{\left(d_{k}-\delta\right)_{+}\right\}$to find a mutually orthogonal sequence $\left\{c_{k}^{\prime \prime}\right\}$ of elements $0 \neq c_{k}^{\prime \prime} \in \mathcal{A}_{+}$such that $n c_{k}^{\prime \prime} \preceq\left(d_{k}-\delta\right)_{+}$for every $n \in \mathbb{N}$ and $k \geqslant n$, where $n c_{k}^{\prime \prime}$ denotes as before the $n$-fold direct sum of $c_{k}^{\prime \prime}$ with itself. Choose $0 \neq c_{k}^{\prime} \leqslant e_{2 k}-e_{2 k-1}$ with $c_{k}^{\prime} \preceq c_{k}^{\prime \prime}$ for every $k$. Define $c_{k}:=\frac{c_{k}^{\prime}}{\left\|c_{k}^{\prime}\right\|}$ and $C:=\sum_{k=1}^{\infty} c_{k}$.

Then the series converge strictly and $C \notin \mathcal{A}$. Moreover,

$$
n c_{k} \preceq n c_{k}^{\prime \prime} \preceq\left(d_{k}-\delta\right)_{+} \quad \forall k \geqslant n .
$$

By Proposition 3.5 .

$$
n \sum_{k=n}^{\infty} c_{k} \preceq \sum_{k=n}^{\infty} d_{k}
$$

But then

$$
n \pi(C)=n \pi\left(\sum_{k=n}^{\infty} c_{k}\right) \preceq \pi\left(\sum_{k=n}^{\infty} d_{k}\right)=\pi(D) \leqslant \pi(T) \quad \forall n \in \mathbb{N} .
$$

In particular, $\pi(C) \preceq \pi(T)$, that is, $C \in\left(I_{\min }\right)_{+} \backslash \mathcal{A}$.
On the other hand, $I_{\min } / \mathcal{A}=\mathcal{J}_{0} / \mathcal{A}$ by Theorem 3.7, and hence it is simple. Thus for every $\varepsilon>0$ there is an $m$ such that $\pi\left((T-\varepsilon)_{+}\right) \preceq m \pi(C)$, and hence

$$
\pi\left((T-\varepsilon)_{+}\right) \oplus \pi\left((T-\varepsilon)_{+}\right) \preceq 2 m \pi(C) \preceq \pi(T)
$$

Since $\varepsilon$ is arbitrary, it follows that $\pi(T) \oplus \pi(T) \preceq \pi(T)$ which proves that $I_{\min } / \mathcal{A}$ is purely infinite.

## 4. THE MINIMAL IDEAL WHEN $\mathcal{A}$ HAS STRICT COMPARISON

Definition 4.1. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with nonempty tracial simplex $\mathcal{T}(\mathcal{A})$. Set:
(i) $K_{\mathrm{c}}:=\left\{X \in \mathcal{M}(\mathcal{A})_{+}: \widehat{X} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))\right\}$;
(ii) $I_{\text {cont }}:=\overline{L\left(K_{\mathrm{c}}\right)}$.

Proposition 4.2. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with nonempty tracial simplex $\mathcal{T}(\mathcal{A})$. Then
(i) $K_{\mathrm{c}}$ is a hereditary strongly invariant cone; $L\left(K_{\mathrm{c}}\right)$ is a two-sided selfadjoint ideal and hence so is $\overline{L\left(K_{\mathrm{c}}\right)}=L\left(\bar{K}_{\mathrm{c}}\right)$;
(ii) We have:

$$
\begin{aligned}
\left(I_{\mathrm{cont}}\right)_{+} & =\bar{K}_{\mathrm{c}}=\left\{X \in \mathcal{M}(\mathcal{A})_{+}: \widehat{X} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))\right\}^{-} \\
& =\left\{X \in \mathcal{M}(\mathcal{A})_{+}:(\widehat{X-\delta})_{+} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A})) \forall \delta>0\right\}
\end{aligned}
$$

(ii) for a projection $P \in \mathcal{M}(\mathcal{A}), P \in I_{\text {cont }}$ if and only if $\widehat{P}$ is continuous;
(iv) $I_{\text {cont }}=\overline{\operatorname{span} K_{\mathrm{c}}}$.

Proof. (i) Since the $\operatorname{map} \mathcal{M}(\mathcal{A})_{+} \ni X \rightarrow \widehat{X} \in \operatorname{LAff}(\mathcal{T}(\mathcal{A}))_{+}$satisfies the conditions $\widehat{X+Y}=\widehat{X}+\widehat{Y}$ and $\widehat{t X}=t \widehat{X}$ for $X, Y \in \mathcal{M}(\mathcal{A})_{+}$and $t \in \mathbb{R}_{+}$, it is clear that $K_{\mathrm{c}}$ is a cone. Moreover, if $0 \leqslant X \leqslant Y \in K_{\mathrm{c}}$, then

$$
\widehat{X}+\widehat{Y-X}=\widehat{Y}
$$

Since $\widehat{Y}$ is affine and continuous and both $\widehat{X}$ and $\widehat{Y-X}$ are affine, lower semicontinuous, and non-negative, it is immediate to verify that both must be continuous.

Thus $X \in K_{c}$, and hence, $K_{c}$ is hereditary. Since $\widehat{X^{*} X}=\widehat{X X^{*}}$ for all $X \in \mathcal{M}(\mathcal{A})$, $K_{\mathrm{c}}$ is strongly invariant. Therefore, the rest of the conclusions in (i) follow from (1.13), Lemma 1.11, (1.12), and Corollary 1.12,
(ii) By Corollary 1.12 and Theorem 1.10 (i) and (ii) we have that

$$
\left(\overline{L\left(K_{\mathrm{c}}\right)}\right)_{+}=L\left(\bar{K}_{\mathrm{c}}\right)_{+}=\bar{K}_{\mathrm{c}}
$$

which is the first equality in (ii). The second equality is given by Lemma 1.11 (iii).
(iii) Since $(P-\delta)_{+}=\left\{\begin{array}{ll}(1-\delta) P & 0 \leqslant \delta<1, \\ 0 & \delta \geqslant 1,\end{array}\right.$ we have by (ii) that $P \in$ $\left(I_{\text {cont }}\right)_{+}$if and only if $\widehat{P} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))$.
(iv) Since by (i) and Theorem 1.10. $I_{\text {cont }}=L\left(\bar{K}_{\mathrm{c}}\right)=\operatorname{span} \bar{K}_{\mathrm{c}}$ is closed, it is immediate to see that span $\bar{K}_{\mathrm{c}}=\overline{\operatorname{span} K_{\mathrm{c}}}$.

Notice that if $\mathcal{A}=\mathcal{K}$, then $K_{\mathrm{c}}$ consists of the positive cone of the trace class operators, and hence, $I_{\text {cont }}=\mathcal{K}$.

It is immediate to verify that $\mathcal{A} \subset I_{\text {cont }}$. Indeed $(a-\delta)_{+} \in \operatorname{Ped}(\mathcal{A})$ for every $\delta>0$ and $a \in \mathcal{A}_{+}$, hence $\widehat{(a-\delta)_{+}}$is continuous, that is, $(a-\delta)_{+} \in K_{c}$. Thus $a \in \bar{K}_{\mathrm{c}} \subset I_{\text {cont }}$. To further relate $I_{\text {cont }}$ to $\mathcal{A}$ and to $I_{\text {min }}$ we need first the following lemma.

Lemma 4.3. Let $\mathcal{A}$ be a simple, non-elementary $C^{*}$-algebra with $\mathcal{T}(\mathcal{A}) \neq \varnothing$. Then for every $\varepsilon>0$ there is an element $0 \neq c \in \mathcal{A}_{+}$such that $d_{\tau}(c)<\varepsilon$ for all $\tau \in \mathcal{T}(\mathcal{A})$. Furthermore, the element c can be chosen in $\operatorname{Ped}(\mathcal{A})$.

Proof. Let $0 \neq f \in \operatorname{Ped}(\mathcal{A})_{+}$and recall that $\widehat{f} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))_{+}$. Choose $\delta>0$ such that $(f-\delta)_{+} \neq 0$, and an integer $M \geqslant \frac{\|\widehat{f}\|}{\varepsilon \delta}$. By Lemma 1.5 we can find nonzero positive mutually orthogonal elements $a_{j}$ such that $\sum_{j=1}^{M} a_{j} \preceq(f-\delta)_{+}$. By Lemma 1.4 choose a nonzero positive element $c \preceq a_{j}$ for $1 \leqslant j \leqslant M$. By Lemma 1.1 vi) it follows that

$$
M c \preceq \sum_{j=1}^{M} a_{j} \preceq(f-\delta)_{+} .
$$

Thus for every $\tau \in \mathcal{T}(\mathcal{A})$

$$
\begin{aligned}
M d_{\tau}(c) & \left.=d_{\tau}(M c) \quad(\text { by } \sqrt[1.7)]{ }\right) \\
& \left.\leqslant d_{\tau}\left((f-\delta)_{+}\right) \quad(\text { by } 1.6)\right) \\
& \left.\leqslant \frac{1}{\delta} \tau(f) \quad(\text { by } 1.9)\right) \\
& \leqslant \frac{1}{\delta}\|\widehat{f}\| .
\end{aligned}
$$

Thus $d_{\tau}(c)<\varepsilon$. Finally, $(c-\delta)_{+} \in \operatorname{Ped}(\mathcal{A})$ for every $\delta>0$. Choose $\delta>0$ such that $(c-\delta)_{+} \neq 0$. Then $d_{\tau}\left((c-\delta)_{+}\right) \leqslant d_{\tau}(c)<\varepsilon$ for all $\tau \in \mathcal{T}(\mathcal{A})$.

Proposition 4.4. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra with nonempty tracial simplex $\mathcal{T}(\mathcal{A})$. Then $\mathcal{A} \subsetneq I_{\text {cont }}$.

Proof. By Lemma 4.3. there is an infinite sequence $\left\{\widetilde{a}_{k}\right\}$ of elements $0 \neq \widetilde{a}_{k} \in$ $\mathcal{A}_{+}$such that $d_{\tau}\left(\widetilde{a}_{k}\right) \leqslant \frac{1}{2^{k}}$ for all $k$ and all $\tau \in \mathcal{T}(\mathcal{A})$. By Lemma 1.4 we can find $0 \neq a_{k}^{\prime} \leqslant e_{3 k}-e_{3 k-1}$ with $a_{k}^{\prime} \preceq \widetilde{a}_{k}$ for all $k$. Let $a_{k}:=\frac{a_{k}^{\prime}}{\left\|a_{k}^{\prime}\right\|}$. Then

$$
\tau\left(a_{k}\right) \leqslant d_{\tau}\left(a_{k}\right) \leqslant d_{\tau}\left(a_{k}^{\prime}\right) \leqslant d_{\tau}\left(\widetilde{a}_{k}\right) \leqslant \frac{1}{2^{k}} \quad \forall k \text { and } \forall \tau \in \mathcal{T}(\mathcal{A})
$$

Furthermore, $a_{k} \leqslant \frac{1}{\left\|a_{k}^{\prime}\right\|}\left(e_{3 k+1}-e_{3 k-2}\right) \in \operatorname{Ped}(\mathcal{A})$, hence $\widehat{a}_{k} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))_{+}$. Let $A:=\sum_{k=1}^{\infty} a_{k}$. Then the series converges strictly and since it is diagonal (i.e., $a_{k} a_{k^{\prime}}=0$ for $k \neq k^{\prime}$ ) and does not converge in norm, $A \notin \mathcal{A}$. On the other hand, $\widehat{A}=\sum_{k=1}^{\infty} \widehat{a}_{k}$ is continuous since the series is uniformly convergent. Thus $A \in\left(I_{\text {cont }}\right)_{+}$.

Proposition 4.5. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$ algebra with nonempty $\mathcal{T}(\mathcal{A})$. Then $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \subset K_{\mathrm{c}}$ for every approximate identity $\left\{e_{n}\right\}$. Consequently, $I_{\min } \subset I_{\text {cont }}$.

Proof. Let $0 \neq X \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ and $\varepsilon>0$. By Lemma 4.3 we can find an element $0 \neq c \in \mathcal{A}_{+}$such that $d_{\tau}(c)<\frac{\varepsilon}{\|X\|}$ for every $\tau \in \mathcal{T}(\mathcal{A})$. By the definition of $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ there is an $N \in \mathbb{N}$ such that

$$
\left(e_{n}-e_{m}\right) X\left(e_{n}-e_{m}\right) \preceq c \quad \forall n>m \geqslant N .
$$

Now $X^{1 / 2}\left(\widehat{e_{n}-e_{m}}\right) X^{1 / 2} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))_{+}$because $X^{1 / 2}\left(e_{n}-e_{m}\right) X^{1 / 2} \in \operatorname{Ped}(\mathcal{A})$. Moreover,

$$
\begin{aligned}
X^{1 / 2}\left(\widehat{e_{n}-e_{m}}\right) X^{1 / 2}(\tau) & =\left(e_{n}-e_{m}\right)^{1 / 2} X\left(e_{n}-e_{m}\right)^{1 / 2}(\tau) \\
& \leqslant\|X\| d_{\tau}\left(\left(e_{n}-e_{m}\right)^{1 / 2} X\left(e_{n}-e_{m}\right)^{1 / 2}\right) \\
& =\|X\| d_{\tau}\left(\left(e_{n}-e_{m}\right) X\left(e_{n}-e_{m}\right)\right) \leqslant\|X\| d_{\tau}(c)<\varepsilon .
\end{aligned}
$$

Thus the series $\widehat{X}=\sum_{n=1}^{\infty} X^{1 / 2}\left(\widehat{e_{n}-e_{n-1}}\right) X^{1 / 2}$ converges uniformly and hence $X \in$ $K_{\mathrm{c}}$. This proves that $K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \subset K_{\mathrm{c}}$, and hence, $I_{\text {min }} \subset I_{\text {cont }}$.

In general, $I_{\text {min }}$ may fail to coincide with $I_{\text {cont }}$ as we will see in section 6
THEOREM 4.6. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra with strict comparison of positive elements by traces. Then $I_{\min }=I_{\text {cont }}$.

Proof. By Proposition 4.5 we need to prove that $\left(I_{\text {cont }}\right)_{+} \subset\left(I_{\min }\right)_{+}$. As in the proof of Theorem 3.7, it is enough to verify that if $\left\{e_{n}\right\}$ is an approximate identity for $\mathcal{A}, D=\sum_{k=1}^{\infty} d_{k}$ is diagonal with respect to $\left\{e_{n}\right\}$, and $D \in I_{\text {cont }}$, then
$D \in I_{\min }$. Let $\delta>0$, and by dropping if necessary the zero summands in the series $(D-\delta)_{+}=\sum_{k=1}^{\infty}\left(d_{k}-\delta\right)_{+}$, assume that $\left(d_{k}-\delta\right)_{+} \neq 0$ for all $k$. We claim that the sequence $\left\{\left(d_{k}-\delta\right)_{+}\right\}$is thin.

Let $0 \neq a \in \mathcal{A}_{+}$. Recall that the function $d_{\tau}(a)$ is lower semicontinuous, and hence, $\min _{\tau \in \mathcal{T}(\mathcal{A})} d_{\tau}(a)>0$. By Proposition $4.2(\widehat{D-\delta})_{+} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))$ and since $\left(d_{k}-\delta\right)_{+} \in \operatorname{Ped}(\mathcal{A})$ for all $k$, also $\left(\widehat{d_{k}-\delta}\right)_{+} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))$. Since

$$
\tau\left((D-\delta)_{+}\right)=\sum_{k=1}^{\infty} \tau\left(\left(d_{k}-\delta\right)_{+}\right)
$$

by Dini's theorem the series converges uniformly on $\mathcal{T}(\mathcal{A})$ for every $\delta>0$. In particular, there is an $N$ such that if $j \geqslant i \geqslant N$ and $\tau \in \mathcal{T}(\mathcal{A})$, then

$$
\begin{equation*}
\sum_{k=i}^{j} \tau\left(\left(d_{k}-\frac{\delta}{2}\right)_{+}\right)<\frac{\delta}{2} \min _{\tau \in \mathcal{T}(\mathcal{A})} d_{\tau}(a) \tag{4.1}
\end{equation*}
$$

By $1.9, d_{\tau}\left(\left(d_{k}-\delta\right)_{+}\right) \leqslant \frac{2}{\delta} \tau\left(\left(d_{k}-\frac{\delta}{2}\right)_{+}\right)$, and hence, by 1.7),

$$
d_{\tau}\left(\sum_{k=i}^{j}\left(d_{k}-\delta\right)_{+}\right)=\sum_{k=i}^{j} d_{\tau}\left(\left(d_{k}-\delta\right)_{+}\right) \leqslant \sum_{k=i}^{j} \frac{2}{\delta} \tau\left(\left(d_{k}-\frac{\delta}{2}\right)_{+}\right)<\min _{\tau \in \mathcal{T}(\mathcal{A})} d_{\tau}(a) .
$$

By the hypothesis of strict comparison of positive elements by traces, we thus have that $\sum_{k=i}^{j}\left(d_{k}-\delta\right)_{+} \preceq a$, which proves that the sequence $\left\{\left(d_{k}-\delta\right)_{+}\right\}$is thin. But then $(D-\delta)_{+} \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)$ by Lemma 2.13. Since $\delta$ is arbitrary, it follows that $D \in I_{\min }=\overline{K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right)}$ which concludes the proof.

As a consequence of this theorem, any counterexample for $I_{\text {min }} \neq \mathcal{A}$, could only be found among non-separable $C^{*}$-algebras with no strict comparison of positive elements. Among such algebras is the $C^{*}$-algebra $\mathcal{A}$ introduced by Rørdam to provide an example of a simple unital $C^{*}$-algebra with both infinite projections and nonzero finite projections ([27], Theorem 5.6). Recall that $\mathcal{A}$ is the $C^{*}$-inductive limit $\mathcal{A}=\lim _{n \rightarrow \infty} \mathcal{M}\left(\mathcal{B}_{n}\right)$, where all $\mathcal{B}_{n}$ are separable $C^{*}$-algebras. So, while the algebras $\mathcal{M}\left(\mathcal{B}_{n}\right)$ are not separable and hence neither is $\mathcal{A}$, the order dense sequences for $\mathcal{B}_{n}$ are order dense also for $\mathcal{M}\left(\mathcal{B}_{n}\right)$ and therefore their union is order dense for $\mathcal{A}$. As a consequence $I_{\min } \neq \mathcal{A}$.

## 5. STRICT COMPARISON IN THE MINIMAL IDEAL

In Theorem 6.6 of [12] we proved that if $\mathcal{A}$ is a $\sigma$-unital simple $C^{*}$-algebra with strict comparison of positive elements by traces and with quasicontinuous scale (e.g., with finite extremal boundary), then strict comparison of positive elements by traces (see Definition 1.8 holds also in $\mathcal{M}(\mathcal{A})$. In this section we will
show that if we restrict our attention to comparison between elements in $I_{\text {cont }}$, then strict comparison holds without requiring the scale to be quasicontinuous.

For the first step we list here a slightly modified version of Lemma 6.2 in [12].

Lemma 5.1. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with nonempty tracial simplex $\mathcal{T}(\mathcal{A})$ and let $A \in\left(I_{\text {cont }}\right)_{+}, B \in \mathcal{M}(\mathcal{A})_{+}$, and assume that $d_{\tau}(A)<$ $d_{\tau}(B)$ for every $\tau \in \mathcal{T}(\mathcal{A})$ for which $d_{\tau}(B)<\infty$. Then for every $\varepsilon>0$ there is a $\delta>0$ and $\alpha>0$ such that $d_{\tau}\left((A-\varepsilon)_{+}\right)+\alpha \leqslant d_{\tau}\left((B-\delta)_{+}\right)$for every $\tau \in \mathcal{T}(\mathcal{A})$.

The proof being essentially the same, we refer the reader to Lemma 6.2 of [12]. The only difference is that here we need to replace the condition used in Lemma 6.2 of [12] that $\widehat{A}:_{K}$ is continuous for some closed subset $K$ of $\mathcal{T}(\mathcal{A})$, with the condition that $\left(\widehat{A-\frac{\varepsilon}{2}}\right)_{+}$is continuous on the whole of $\mathcal{T}(\mathcal{A})$, which follows from Proposition 4.2

The next lemma extends the results of Lemma 6.4 in [12].
Lemma 5.2. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital $C^{*}$-algebra with nonempty tracial simplex $\mathcal{T}(\mathcal{A})$ and let $B=\sum_{k=1}^{\infty} b_{k}$ be a strictly converging series with $b_{k} \in \mathcal{A}_{+}$ for all $k$ and $b_{n} b_{m}=0$ for $|n-m| \geqslant 2$. Assume that $B \in\left(I_{\text {cont }}\right)_{+}$and that $\delta>0$. Then
(i) $d_{\tau}\left(\left(\sum_{k=n}^{\infty} b_{k}-\delta\right)_{+}\right) \downarrow 0$ uniformly on $\mathcal{T}(\mathcal{A})$;
(ii) for every $\varepsilon>0$ and $0<\delta^{\prime}<\delta$ there is an $n$ such that for all $\tau \in \mathcal{T}(\mathcal{A})$

$$
d_{\tau}\left(\left(\sum_{k=1}^{n} b_{k}-\delta^{\prime}\right)_{+}\right)>d_{\tau}\left(\left(\sum_{k=1}^{\infty} b_{k}-\delta\right)_{+}\right)-\varepsilon
$$

Proof. (i) The sequence $\left\{d_{\tau}\left(\left(\sum_{n}^{\infty} b_{k}-\delta\right)_{+}\right)\right\}$is monotone decreasing by Lemma 1.1 (viii) and (1.6). Moreover, by Lemma 1.1 (ix)

$$
d_{\tau}\left(\left(\sum_{k=n}^{\infty} b_{k}-\delta\right)_{+}\right) \leqslant d_{\tau}\left(\left(\sum_{k \geqslant n, k \text { even }} b_{k}-\frac{\delta}{2}\right)_{+}\right)+d_{\tau}\left(\left(\sum_{k \geqslant n, k \text { odd }} b_{k}-\frac{\delta}{2}\right)_{+}\right) .
$$

The series of the even and odd terms separately are diagonal and dominated by $B$, hence they still belong to $I_{\text {cont }}$. Thus it is enough to assume that $\sum_{k=1}^{\infty} b_{k}$ itself is diagonal.

Then $\left(B-\frac{\delta}{2}\right)_{+} \in K_{\mathrm{c}}$ by Proposition 4.2 (ii), hence

$$
\left.\widehat{\left(B-\frac{\delta}{2}\right.}\right)_{+}=\sum_{k=1}^{\infty}\left(\widehat{b_{k}-\frac{\delta}{2}}\right)_{+} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))_{+}
$$

Since also $\left(\widehat{b_{k}-\frac{\delta}{2}}\right)_{+} \in \operatorname{Aff}(\mathcal{T}(\mathcal{A}))_{+}$for every $k$, by Dini's theorem this series converges uniformly. But then

$$
d_{\tau}\left(\left(\sum_{k=n}^{\infty} b_{k}-\delta\right)_{+}\right)=\sum_{k=n}^{\infty} d_{\tau}\left(\left(b_{k}-\delta\right)_{+}\right) \leqslant \frac{2}{\delta} \sum_{k=n}^{\infty} \tau\left(\left(b_{k}-\frac{\delta}{2}\right)_{+}\right) \rightarrow 0
$$

uniformly on $\mathcal{T}(\mathcal{A})$.
(ii) Again, by Lemma 1.1(ix), for every $0<\delta^{\prime}<\delta$ we have

$$
d_{\tau}\left(\left(\sum_{k=1}^{\infty} b_{k}-\delta\right)_{+}\right) \leqslant d_{\tau}\left(\left(\sum_{k=1}^{n} b_{k}-\delta^{\prime}\right)_{+}\right)+d_{\tau}\left(\left(\sum_{k=n+1}^{\infty} b_{k}-\left(\delta-\delta^{\prime}\right)\right)_{+}\right)
$$

By (i), we can choose $n$ such that $d_{\tau}\left(\left(\sum_{n+1}^{\infty} b_{k}-\left(\delta-\delta^{\prime}\right)\right)_{+}\right)<\varepsilon$ for all $\tau$.
REMARK 5.3. If in the above lemma there is a projection $P \in I_{\text {cont }}$ such that $B \leqslant\|B\| P$, then it is easy to verify that the uniform convergence in (i) holds also for $\delta=0$ (see also Lemma 6.4 of [12]). Furthermore, (ii) strengthens to the statement that

$$
d_{\tau}\left(\left(\sum_{k=1}^{n} b_{k}-\delta\right)_{+}\right) \rightarrow d_{\tau}\left(\left(\sum_{k=1}^{\infty} b_{k}-\delta\right)_{+}\right) \quad \text { uniformly on } \mathcal{T}(\mathcal{A})
$$

However, these stronger results do not hold in general as it is readily seen by considering $B:=\sum_{k=1}^{\infty} \frac{1}{k}\left(e_{k+1}-e_{k}\right)$ for some approximate identity $\left\{e_{n}\right\}$ in a stable algebra $\mathcal{A}$. Indeed then $B \in \mathcal{A} \subset I_{\text {cont }}$, but $d_{\tau}\left(\sum_{k=n}^{\infty} b_{k}\right)=\infty$ for all $n$.

We are ready now to prove that strict comparison holds for $I_{\text {min }}$ provided that it holds for $\mathcal{A}$.

THEOREM 5.4. Let $\mathcal{A}$ be a simple, $\sigma$-unital, non-unital, non-elementary $C^{*}$-algebra with strict comparison of positive elements by traces, $A, B \in\left(I_{\min }\right)_{+}$and assume that $B \notin \mathcal{A}$. If $d_{\tau}(A)<d_{\tau}(B)$ for all $\tau \in \mathcal{T}(\mathcal{A})$ for which $d_{\tau}(B)<\infty$, then $A \preceq B$.

Proof. Let $\varepsilon>0$. By Theorem 4.6. $I_{\min }=I_{\text {cont }}$. Thus by Lemma 5.1 there is a $\delta>0$ and $\alpha>0$ such that

$$
d_{\tau}\left((A-\varepsilon)_{+}\right)+\alpha \leqslant d_{\tau}\left((B-4 \delta)_{+}\right) \quad \forall \tau \in \mathcal{T}(\mathcal{A})
$$

By the assumption that $B \notin \mathcal{A}$, we can reduce if necessary $\delta$ so to also have $(B-4 \delta)_{+} \notin \mathcal{A}$. By Theorem 3.1 and Remark 3.2. $B=\sum_{k=1}^{\infty} b_{k}+t$ where $\sum_{k=1}^{\infty} b_{k}$ is a strictly converging bi-diagonal series, $t=t^{*} \in \mathcal{A}$, and $\|t\|<\delta$. Then by Lemma 1.2

$$
\begin{equation*}
(B-4 \delta)_{+} \preceq\left(\sum_{k=1}^{\infty} b_{k}-3 \delta\right)_{+} \preceq B \tag{5.1}
\end{equation*}
$$

whence by 1.6 for all $\tau$

$$
d_{\tau}\left((A-\varepsilon)_{+}\right)+\alpha \leqslant d_{\tau}\left(\left(\sum_{k=1}^{\infty} b_{k}-3 \delta\right)_{+}\right)
$$

By Lemma 5.2(ii), there is an $n_{1}$ such that

$$
\begin{equation*}
d_{\tau}\left((A-\varepsilon)_{+}\right)<d_{\tau}\left(\left(\sum_{k=1}^{n_{1}} b_{k}-2 \delta\right)_{+}\right) \quad \forall \tau \in \mathcal{T}(\mathcal{A}) \tag{5.2}
\end{equation*}
$$

Since $(B-4 \delta)_{+} \notin \mathcal{A}$, we have by 5.1) that $\left(\sum_{k=1}^{\infty} b_{k}-2 \delta\right)_{+} \notin \mathcal{A}$. But then

$$
\begin{equation*}
\forall n \exists m \geqslant n \text { such that }\left(\sum_{k=n}^{m} b_{k}-2 \delta\right)_{+} \neq 0 \tag{5.3}
\end{equation*}
$$

Otherwise if there was an $n$ such that $\left(\sum_{k=n}^{m} b_{k}-2 \delta\right)_{+}=0$ for all $m$, the strict convergence $\left(\sum_{k=n}^{m} b_{k}-2 \delta\right)_{+} \rightarrow\left(\sum_{k=n}^{\infty} b_{k}-2 \delta\right)_{+}$(see Lemma 3.1 of [12]) would imply that $\left(\sum_{k=n}^{\infty} b_{k}-2 \delta\right)_{+}=0$, and hence, from Lemma 1.1 (ix),

$$
\left(\sum_{k=1}^{\infty} b_{k}-2 \delta\right)_{+} \preceq \sum_{k=1}^{n-1} b_{k}+\left(\sum_{k=n}^{\infty} b_{k}-2 \delta\right)_{+} \in \mathcal{A}
$$

a contradiction. Now starting with the integer $n_{1}$ just constructed, and by the same argument, define inductively an increasing sequence $\left\{n_{k}\right\}$ of integers $n_{k} \geqslant$ $n_{k-1}+2$ such that

$$
\left(\sum_{j=n_{k}+2}^{n_{k+1}} b_{j}-2 \delta\right)_{+} \neq 0 \quad \forall k
$$

Let $d_{1}:=\sum_{j=1}^{n_{1}} b_{j}$ and $d_{k+1}:=\sum_{j=n_{k}+2}^{n_{k+1}} b_{j}$. By construction, $d_{n} d_{m}=0$ for $n \neq m$ and

$$
\begin{equation*}
\sum_{k=1}^{\infty} d_{k} \leqslant \sum_{k=1}^{\infty} b_{k} \tag{5.4}
\end{equation*}
$$

By construction $\left(d_{k}-2 \delta\right)_{+} \neq 0$ for all $k$ and the function $d_{\tau}\left(\left(d_{k}-2 \delta\right)_{+}\right)$is lower semicontinuous and strictly positive. Let

$$
\beta_{k}:=\min _{\tau \in \mathcal{T}(\mathcal{A})} d_{\tau}\left(\left(d_{k}-2 \delta\right)_{+}\right)
$$

By (5.2) we also have

$$
\begin{equation*}
d_{\tau}\left((A-\varepsilon)_{+}\right)<d_{\tau}\left(\left(d_{1}-2 \delta\right)_{+}\right) \quad \forall \tau \tag{5.5}
\end{equation*}
$$

Now apply Theorem 3.1 and Remark 3.2 to decompose $A$ into the strictly converging sum of a series $\sum_{j=1}^{\infty} a_{j}$ and a selfadjoint remainder $a \in \mathcal{A}$ with $a_{j} \in \mathcal{A}_{+}$for
all $j, a_{j} a_{k}=0$ for $|j-k| \geqslant 2$, and $\|a\| \leqslant \varepsilon$. By Lemma $5.2(i)$ we can find a strictly increasing sequence of integers $\left\{m_{k}\right\}$ such that

$$
d_{\tau}\left(\left(\sum_{j=m_{k}+1}^{\infty} a_{j}-2 \varepsilon\right)_{+}\right)<\beta_{k+1} \quad \forall \tau \in \mathcal{T}(\mathcal{A})
$$

Set $m_{\mathrm{o}}=0$ and $c_{k}:=\sum_{j=m_{k-1}+1}^{m_{k}} a_{j}$. We claim that

$$
\begin{equation*}
d_{\tau}\left(\left(c_{k}-2 \varepsilon\right)_{+}\right)<d_{\tau}\left(\left(d_{k}-2 \delta\right)_{+}\right) \quad \forall \tau \in \mathcal{T}(\mathcal{A}), k \geqslant 1 \tag{5.6}
\end{equation*}
$$

For $k=1$ we have

$$
\left(c_{1}-2 \varepsilon\right)_{+}=\left(\sum_{j=1}^{m_{1}} a_{j}-2 \varepsilon\right)_{+} \preceq\left(\sum_{j=1}^{\infty} a_{j}-2 \varepsilon\right)_{+} \preceq(A-\varepsilon)_{+} .
$$

where the first sub-equivalence follows from Lemma 1.1 (viii) and the second one from Lemma 1.2 Then by (1.6) and (5.5,

$$
d_{\tau}\left(\left(c_{1}-2 \varepsilon\right)_{+}\right) \leqslant d_{\tau}\left((A-\varepsilon)_{+}\right)<d_{\tau}\left(\left(d_{1}-2 \delta\right)_{+}\right)
$$

that is, (5.6) holds for $k=1$. For $k \geqslant 2$, by Lemma 1.1(viii) and (1.6) we have for all $\tau \in \mathcal{T}(\mathcal{A})$ that

$$
d_{\tau}\left(\left(c_{k}-2 \varepsilon\right)_{+}\right) \leqslant d_{\tau}\left(\left(\sum_{j=m_{k-1}+1}^{\infty} a_{j}-2 \varepsilon\right)_{+}\right)<\beta_{k}
$$

and hence, 5.6 also holds.
By the strict comparison of positive elements in $\mathcal{A}$, it follows that

$$
\begin{equation*}
\left(c_{k}-2 \varepsilon\right)_{+} \preceq\left(d_{k}-2 \delta\right)_{+} \quad \forall k \geqslant 1 \tag{5.7}
\end{equation*}
$$

By construction, $\sum_{k=1}^{\infty} a_{k}=\sum_{k=1}^{\infty} c_{k}$ with convergence in the strict topology and $c_{n} c_{m}=$ 0 for $|n-m| \geqslant 2$. Thus $C_{\mathrm{e}}:=\sum_{k=1}^{\infty} c_{2 k}$ and $C_{\mathrm{o}}:=\sum_{k=1}^{\infty} c_{2 k-1}$ are two diagonal series also converging strictly and $\sum_{k=1}^{\infty} a_{k}=C_{e}+C_{0}$. Furthermore,

$$
\left(C_{\mathrm{e}}-2 \varepsilon\right)_{+}=\sum_{k=1}^{\infty}\left(c_{2 k}-2 \varepsilon\right)_{+} \text {and }\left(C_{o}-2 \varepsilon\right)_{+}=\sum_{k=1}^{\infty}\left(c_{2 k-1}-2 \varepsilon\right)_{+}
$$

By Proposition 3.5we have

$$
\begin{equation*}
\left(C_{\mathrm{e}}-3 \varepsilon\right)_{+} \prec\left(\sum_{k=1}^{\infty} d_{2 k}-\delta\right)_{+} \quad \text { and } \quad\left(C_{\mathrm{o}}-3 \varepsilon\right) \prec\left(\sum_{k=1}^{\infty} d_{2 k-1}-\delta\right)_{+} \tag{5.8}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
(A-7 \varepsilon)_{+} & \preceq\left(C_{\mathrm{e}}+C_{\mathrm{o}}-6 \varepsilon\right)_{+} \quad(\text { by Lemma } 1.2 \\
& \preceq\left(C_{\mathrm{e}}-3 \varepsilon\right)_{+}+\left(C_{\mathrm{o}}-3 \varepsilon\right)_{+} \quad((\text { by Lemma } 1.1 \text { (ix }))
\end{aligned}
$$

$$
\begin{aligned}
& \preceq\left(\sum_{k=1}^{\infty} d_{2 k}-\delta\right)_{+} \oplus\left(\sum_{k=1}^{\infty} d_{2 k-1}-\delta\right)_{+} \quad(\text { by Lemma 1.1(vi) }) \\
& =\left(\sum_{k=1}^{\infty} d_{k}-\delta\right)_{+} \quad(\text { by Lemma 1.1.(vii) }) \\
& \preceq\left(\sum_{k=1}^{\infty} b_{k}-\delta\right)_{+} \quad(\text { by }(5.4), \text { Lemma 1.1.(viii) }) \\
& \preceq B \quad(\text { by Lemma 1.1(iv) }) .
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, we conclude that $A \preceq B$.
6. AN EXAMPLE WHERE $I_{\min } \neq I_{\text {cont }}$.

From Theorem 4.6, examples where $I_{\min } \neq I_{\text {cont }}$ can be found only among "pathological" algebras that do not have strict comparison of positive elements. In this section we prove that the algebras constructed by Villadsen in [33] provide such examples. We will largely follow his notations. Let

$$
X_{0}=\mathbb{D}^{n_{0}} \quad \text { and } \quad X_{i}=X_{i-1} \times \mathbb{C} P^{n_{i}} \quad \text { for } i \in \mathbb{N},
$$

that is,

$$
X_{i}=\mathbb{D}^{n_{0}} \times \mathbb{C} P^{n_{1}} \times \mathbb{C} P^{n_{2}} \times \cdots \times \mathbb{C} P^{n_{i}}
$$

We will always assume that

$$
n_{i} \geqslant \sigma(i):= \begin{cases}1 & i=0  \tag{6.1}\\ i(i!) & i \geqslant 1\end{cases}
$$

and hence,

$$
\begin{equation*}
\operatorname{dim}\left(X_{i}\right)=2 \sum_{k=0}^{i} n_{k} \geqslant 2 \sum_{k=0}^{i} \sigma(k)=2(i+1)! \tag{6.2}
\end{equation*}
$$

This condition, together with the appropriate connecting maps, will guarantee that the AH-algebra $\mathcal{A}$ constructed in this process will not have slow dimension growth, which by Corollary 4.6 of [32] would imply strict comparison of positive elements. We refer the reader to Villadsen's definition ([33], pp. 1092-1093) of the connecting maps

$$
\begin{equation*}
\Phi_{i, i+1}: C\left(X_{i}\right) \otimes \mathcal{K} \rightarrow C\left(X_{i+1}\right) \otimes \mathcal{K} \tag{6.3}
\end{equation*}
$$

and their compositions

$$
\Phi_{i, j}=\Phi_{j-1, j} \circ \cdots \circ \Phi_{i, i+1}: C\left(X_{i}\right) \otimes \mathcal{K} \rightarrow C\left(X_{j}\right) \otimes \mathcal{K} .
$$

Identifying as usual projections with complex vector bundles, given a complex vector bundle $\eta$ over $X_{i}, \Phi_{i, i+1}(\eta)$ denotes a complex vector bundle over $X_{i+1}$.

Denoting by $k \eta$ (respectively, $k q$ ) the $k$-fold direct sum of the vector bundle $\eta$ (respectively, of the projection $q$ ) with itself, we then have

$$
\begin{equation*}
\Phi_{i, i+1}(\eta) \cong \eta \times((i+1) \operatorname{rank}(\eta)) \gamma_{n_{i+1}} \tag{6.4}
\end{equation*}
$$

Here $\gamma_{k}$ denotes the universal line bundle over the projective space $\mathbb{C} P^{k}$ (see 6.9 . below for a key property of $\gamma_{k}$ ). Iterating we have for every $j>i$,

$$
\begin{align*}
\Phi_{i, j}(\eta) \cong \eta & \times \frac{\sigma(i+1)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{i+1}} \times \frac{\sigma(i+2)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{i+2}} \times \cdots  \tag{6.5}\\
& \times \frac{\sigma(j-1)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{j-1}} \times \frac{\sigma(j)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{j}}
\end{align*}
$$

In particular, since for every $i$ and $j, \operatorname{rank}\left(\gamma_{i}\right)=1, \sum_{k=0}^{j} \sigma(k)=(j+1)$ !, and

$$
\operatorname{rank}\left(\Phi_{i, j}(\eta)\right)=\operatorname{rank}(\eta)\left(1+\sum_{k=i+1}^{j} \frac{\sigma(k)}{(i+1)!} \operatorname{rank}\left(\gamma_{n_{k}}\right)\right)
$$

we then have

$$
\begin{equation*}
\operatorname{rank}\left(\Phi_{i, j}(\eta)\right)=\frac{(j+1)!}{(i+1)!} \operatorname{rank}(\eta) \quad \forall j \geqslant i \tag{6.6}
\end{equation*}
$$

Let $\theta$ be a trivial line bundle over $X_{0}$ and set
$p_{i}:=\Phi_{0, i}(\theta) \quad$ for $i>0 ; \quad \mathcal{A}_{i}=p_{i}\left(C\left(X_{i}\right) \otimes \mathcal{K}\right) p_{i} \quad$ for $i \geqslant 0 ; \quad \mathcal{A}=\underline{\lim }\left(\mathcal{A}_{i}, \Phi_{i, i+1}\right)$.
Here $\Phi_{i, i+1}$ denotes the restriction of $\Phi_{i, i+1}$ to $\mathcal{A}_{i}$. Let $\Phi_{i, \infty}: \mathcal{A}_{i} \rightarrow \mathcal{A}$ denote the unital embedding $\mathcal{A}_{i} \hookrightarrow \mathcal{A}$. By Villadsen's construction, these maps are injective and we denote by $\Phi_{\infty, i}: \Phi_{i, \infty}\left(\mathcal{A}_{i}\right) \rightarrow \mathcal{A}_{i}$ the inverse map of $\Phi_{i, \infty}$. As usual, we will identify $\mathcal{A}_{i}$ with their images in $\mathcal{A}$ and focus on the algebraic inductive $\operatorname{limit} \cup \mathcal{A}_{i} \subset \mathcal{A}$.

For ease of reference, notice that

$$
\begin{equation*}
\operatorname{rank}\left(p_{i}\right)=(i+1)!\quad \forall i \tag{6.7}
\end{equation*}
$$

By [6] (see also a short proof in [33]), $\mathcal{A}$ is a simple, unital, AH-algebra and it has a unique tracial state $\tau$. Villadsen proved that if $n_{i}=n \sigma(i)$ for a fixed $n \in \mathbb{N}$, then $\mathcal{A}$ has stable rank $n+1$. What interests us here is that by $\sqrt{6.2}$ and (6.7), $\inf _{i} \frac{\operatorname{dim}\left(X_{i}\right)}{\operatorname{rank}\left(p_{i}\right)} \geqslant 2$ and hence $\mathcal{A}$ does not have slow dimension growth, the group $K_{\mathrm{o}}(\mathcal{A})$ has perforation, and $\mathcal{A}$ does not have strict comparison of projections by its trace. The same holds for other choices of $n_{i} \geqslant \sigma(i)$ as readily seen from Villadsen's construction.

We will show that $I_{\text {min }} \neq I_{\text {cont }}$ for the underlying algebra $\mathcal{A} \otimes \mathcal{K}$ and that every element outside $I_{\text {cont }}$ is full if sup $\frac{n_{i}}{\sigma(i)}<\infty(\mathcal{A}$ has flat dimension growth $)$, while this is not the case for an unbounded dimension growth as $n_{i}=i!\sigma(i)$.

To prove these results, we will focus on diagonal projections of $\mathcal{M}(\mathcal{A} \otimes \mathcal{K})$, i.e. projections of the form $S=\bigoplus_{k=1}^{\infty} t_{k} s_{k}$ where $t_{k} \in \mathbb{N}$, $s_{k}$ is a projection in $\Phi_{k, \infty}\left(\mathcal{A}_{k}\right)$, and $t_{k} s_{k}$ is the direct sum of $t_{k}$ copies of $s_{k}$.

To determine if the diagonal projection $S$ is in $I_{\text {cont }}$ is easy. Since $\mathcal{A}$ has a unique tracial state $\tau$, and hence, $I_{\text {cont }}=I_{\tau}$, the projection $S$ is in $I_{\text {cont }}$ if and only if $\tau(S)<\infty$, i.e., $\sum_{k=1}^{\infty} t_{k} \tau\left(s_{k}\right)<\infty$. If $\eta_{k}=\Phi_{\infty, k}\left(s_{k}\right)$ is the complex vector bundle over $X_{k}$ corresponding to $s_{k}$, i.e., $s_{k}=\Phi_{k, \infty}\left(\eta_{k}\right)$, then $\tau\left(s_{k}\right)=\frac{\operatorname{rank}\left(\eta_{k}\right)}{\operatorname{rank}\left(p_{k}\right)}=\frac{\operatorname{rank}\left(\eta_{k}\right)}{(k+1)!}$ by 6.6 and hence,

$$
\begin{equation*}
\tau(S)=\sum_{k=0}^{\infty} \frac{t_{k} \operatorname{rank}\left(\eta_{k}\right)}{(k+1)!} \tag{6.8}
\end{equation*}
$$

To construct a diagonal projection $S \notin I_{\text {min }}$ we will make use of algebraic topology tools, more precisely, properties of the Euler classes. For a complex vector bundle $\eta$ on a compact metric space $X, e(\eta)$ will denote the Euler class in the cohomology ring $H^{*}(X)$. To simplify notations, we will suppress explicit reference to the base space $X$. We start by recalling that for the universal line bundles $\gamma_{n_{i}}$ used in defining the connecting maps 6.4, we have

$$
e\left(\gamma_{n_{i}}\right)^{n} \begin{cases}\neq 0 & n \leqslant n_{i}  \tag{6.9}\\ =0 & n>n_{i}\end{cases}
$$

Lemma 6.1. Let $\eta$ be a vector bundle over $X_{i}$ and let $j>i$.
(i) If $e(\eta)=0$, then $e\left(\Phi_{i, j}(\eta)\right)=0$.
(ii) If $e(\eta) \neq 0$ and $\operatorname{rank}(\eta) \leqslant(i+1)$ !, then $e\left(\Phi_{i, j}(\eta)\right) \neq 0$.

Proof. Recall the fact that the Euler class of $\Phi_{i, j}(\eta)$ is the cup product of the Euler classes of its components in the Cartesian product in 6.5 (viewed as vector bundles over $X_{j}$ via pullbacks of the relevant projection maps). That is,

$$
\begin{aligned}
e\left(\Phi_{i j}(\eta)\right) & =e(\eta) e\left(\frac{\sigma(i+1)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{i+1}}\right) \cdots e\left(\frac{\sigma(j)}{(i+1)!} \operatorname{rank}(\eta) \gamma_{n_{j}}\right) \\
& =e(\eta) e\left(\gamma_{n_{i+1}}\right)^{\frac{\sigma(i+1)}{(i+1)!}} \operatorname{rank}(\eta) \cdots e\left(\gamma_{n_{j}}\right)^{\frac{\sigma(j)}{(i+1)!} \operatorname{rank}(\eta)} .
\end{aligned}
$$

Thus if $e(\eta)$ vanishes, so does $e\left(\Phi_{i j}(\eta)\right)$. By the Kunneth formula, since the cohomology groups considered have no torsion, it follows that $e\left(\Phi_{i j}(\eta)\right) \neq 0$ if and only if all the factors in the above decomposition do not vanish. By $\sqrt{6.9}$ ), a necessary and sufficient condition for that to happen is that $n_{k} \geqslant \frac{\sigma(k)}{(i+1)!} \operatorname{rank}(\eta)$ for all $i<k \leqslant j$. By the assumption (6.1), a sufficient condition for that to happen is that $\operatorname{rank}(\eta) \leqslant(i+1)!$.

Recall that, in each building block $\mathcal{A}_{i} \otimes \mathcal{K}$, we are identifying projections with vector bundles over $X_{i}$. Thus if a projection $p$ belongs to $\mathcal{A}_{i} \otimes \mathcal{K}$ for some $i$
we associate with it the sequence $\left\{\eta_{j}\right\}_{j}^{\infty}$ of the vector bundles

$$
\eta_{j}:=\left(\Phi_{\infty, j} \otimes \mathrm{id}\right)(p)
$$

over the spaces $X_{j}$, and $\eta_{j}=\Phi_{i j}\left(\eta_{i}\right)$ for $j \geqslant i$. In view of Lemma 6.1. it is convenient to set the following definition.

DEFINITION 6.2. Let $p \in\left(\bigcup_{j=0}^{\infty} \mathcal{A}_{j}\right) \otimes \mathcal{K}$ be a projection. We say that:
(i) $e(p)=0$ if $e\left(\eta_{i}\right)=0$ for some $i$ for which $p \in \mathcal{A}_{i} \otimes \mathcal{K}$ (and hence $e\left(\eta_{j}\right)=0$ for every $j \geqslant i$;;
(ii) $e(p) \neq 0$ if $e\left(\eta_{j}\right) \neq 0$ for every $j$ for which $p \in \mathcal{A}_{j} \otimes \mathcal{K}$.

In order to verify that $e(p) \neq 0$, by Lemma 6.1 it is sufficient to show that $e\left(\eta_{i}\right) \neq 0$ and that $\operatorname{rank}\left(\eta_{i}\right) \leqslant(i+1)$ ! for the smallest $i$ for which $p \in \mathcal{A}_{i} \otimes \mathcal{K}$.

COROLLARY 6.3. Let $q, r \in\left(\bigcup_{j=0}^{\infty} \mathcal{A}_{j}\right) \otimes \mathcal{K}$ be projections, $q \preceq r$ and $e(q)=0$. Then $e(r)=0$.

Proof. There is an $i$ such that $q, r \in \mathcal{A}_{i} \otimes \mathcal{K}, e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)(q)\right)=0$, and the subequivalence $q \preceq r$ holds within $\mathcal{A}_{i} \otimes \mathcal{K}$, i.e., $r=q^{\prime} \oplus s$ for some projections $q^{\prime}, s \in \mathcal{A}_{i} \otimes \mathcal{K}$ with $q^{\prime}=v v^{*}$ and $q=v^{*} v$ for some $v \in \mathcal{A}_{i} \otimes \mathcal{K}$. But then

$$
\begin{aligned}
e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)(r)\right) & =e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)\left(q^{\prime}\right)\right) e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)(s)\right) \\
& =e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)(q)\right) e\left(\left(\Phi_{\infty, i} \otimes \mathrm{id}\right)(s)\right)=0
\end{aligned}
$$

By Definition6.2 $e(r)=0$.
We will construct now two sequences of projections $\left\{q_{i}\right\}$ and $\left\{r_{i}\right\}$ in $\mathcal{A} \otimes \mathcal{K}$ for which $e\left(q_{i}\right)=0$ and $e\left(r_{i}\right) \neq 0$ for all $i$.

By the definition of $p_{i}$ it is immediate to find a trivial complex line bundle $\theta_{i} \leqslant p_{i}$ over $X_{i}$. Let $q_{i}:=\Phi_{i, \infty}\left(\theta_{i}\right) \otimes e_{i i} \in \mathcal{A} \otimes \mathcal{K}$, so that the projections $q_{i}$ are mutually orthogonal. Then it is clear that

$$
Q:=\bigoplus_{i=1}^{\infty} q_{i} \in \mathcal{M}(\mathcal{A} \otimes \mathcal{K}) \backslash \mathcal{A} \otimes \mathcal{K} \quad \text { and } \quad \tau(Q)=\sum_{i=1}^{\infty} \tau\left(q_{i}\right)=\sum_{i=1}^{\infty} \frac{1}{(i+1)!}<\infty
$$

and hence,

$$
\begin{equation*}
Q \in I_{\mathrm{cont}} \tag{6.10}
\end{equation*}
$$

Furthermore, by construction,

$$
\begin{equation*}
e\left(q_{i}\right)=0 \quad \forall i \tag{6.11}
\end{equation*}
$$

Next, from the definition of $p_{i}$ and the construction of the maps $\Phi_{i, i+1}$ in 6.3, we see that there is a complex line bundle $\rho_{i} \in C\left(X_{i}\right) \otimes \mathcal{K}$ with $\rho_{i} \leqslant p_{i}$ and $\rho_{i} \sim \pi_{i}^{2 *}\left(\gamma_{n_{i}}\right)$ where $\pi_{i}^{2 *}$ denotes the pull back map from vector bundles on $\mathbb{C} P^{n_{i}}$ to those on the space $X_{i}$. Thus $e\left(\rho_{i}\right)^{k}=0$ if and only if $e\left(\gamma_{n_{i}}\right)^{k}=0$, i.e., by 6.9, if
and only if $k>n_{i}$. When there is no risk of confusion, we will write $\gamma_{n_{i}}$ for $\rho_{i}$ as well as for the pullbacks to vector bundles over $X_{i}$ for $j>i$. Set

$$
r_{i}:=\Phi_{i, \infty}\left(\rho_{i}\right) \otimes e_{i i} \in \mathcal{A}_{i} \otimes \mathcal{K} \subset \mathcal{A} \otimes \mathcal{K}
$$

By definition, the projections $r_{i}$ are mutually orthogonal. Set

$$
R:=\sum_{i=1}^{\infty} r_{i} .
$$

It is then clear that $R \in \mathcal{M}(\mathcal{A} \otimes \mathcal{K}) \backslash \mathcal{A} \otimes \mathcal{K}$,

$$
\tau(R)=\sum_{i=1}^{\infty} \tau\left(r_{i}\right)=\sum_{i=1}^{\infty} \frac{1}{(i+1)!}<\infty,
$$

and hence

$$
\begin{equation*}
R \in I_{\text {cont }} . \tag{6.12}
\end{equation*}
$$

LEMMA 6.4. $e\left(n r_{i}\right) \neq 0$ for all $n \leqslant \min \left(n_{i},(i+1)\right.$ !). In particular, $e\left(r_{i}\right) \neq 0$ for all $i$.

Proof. By 6.9) and the assumption that $n \leqslant n_{i}$ we have

$$
e\left(n \gamma_{n_{i}}\right)=e\left(\gamma_{n_{i}}\right)^{n} \neq 0
$$

Moreover, $\operatorname{rank}\left(n \gamma_{n_{i}}\right)=n \leqslant(i+1)$ !, hence $e\left(n r_{i}\right) \neq 0$ by Lemma 6.1 and Definition 6.2 .

Lemma 6.5. For all integers $j>i$
(i) $\binom{j!}{i!} r_{j} \preceq r_{i}$;
(ii) $\sum_{k=i+1}^{j} r_{k} \preceq r_{i}$;
(iii) $\sum_{k=i}^{j} r_{k} \preceq 2 r_{i}$.

Proof. (i) By (6.4) we have $\Phi_{i, i+1}\left(\rho_{i}\right) \cong \rho_{i} \times(i+1) \gamma_{n_{i+1}}$, and hence, $(i+$ 1) $r_{i+1} \preceq r_{i}$. Then (i) follows immediately.
(ii) The proof is by induction on $j-i \geqslant 1$. By (i), $r_{i+1} \preceq(i+1) r_{i+1} \preceq r_{i}$ so the condition holds for $j-i=1$. Assume condition (ii) holds for some $j-i>1$ and hence $\sum_{k=i+2}^{j+1} r_{k} \preceq r_{i+1}$. Then

$$
\sum_{k=i+1}^{j+1} r_{k} \preceq r_{i+1} \oplus \sum_{k=i+2}^{j+1} r_{k} \preceq 2 r_{i+1} \preceq(i+1) r_{i+1} \preceq r_{i}
$$

where the last relation in the chain holds by (i).
(iii) Obvious from (ii).

Lemma 6.6. The sequence $\left\{r_{k}\right\}$ is order dense (see Definition 2.8.

Proof. In view of Lemma 1.1 (iv) and the density of $\bigcup_{i=1}^{\infty} \Phi_{i, \infty}\left(\mathcal{A}_{i}\right)$ in $\mathcal{A}$, in order to show that $\left\{r_{k}\right\}$ is order dense in $\mathcal{A} \otimes \mathcal{K}$, it is enough to show that for every $i, h \in \mathbb{N}$ and $0 \neq a \in p_{i}\left(C\left(X_{i}\right) \otimes M_{h}(\mathbb{C})\right)_{+} p_{i}$ there is some $j>i$ such that $r_{j} \preceq \Phi_{i, j}(a)$.

To do that we need to examine more closely the construction of the connecting maps $\Phi_{i, i+1}$ and their iterations $\Phi_{i, j}$. We again refer the reader to the definition in [33] and also to [13]. Disregarding the isomorphism between $\mathcal{K} \otimes \mathcal{K}$ and $\mathcal{K}$, we may view $\Phi_{i, i+1}(a)$ to be in the following matrix form:

$$
\left(\begin{array}{cccc}
a \circ \pi_{i+1, i} & & & \\
& a\left(\pi_{i+1, i}\left(y_{i+1}^{1}\right)\right) \otimes r_{i+1}^{1} & & \\
& & \ddots & \\
& & & a\left(\pi_{i+1, i}\left(y_{i+1}^{i+1}\right)\right) \otimes r_{i+1}^{i+1}
\end{array}\right)
$$

where $r_{i+1}^{k}$ are mutually orthogonal projections all equivalent to $r_{i+1}, \pi_{i+1, i}$ denotes the projection from $X_{i+1}$ onto $X_{i}$, and the points $y_{j}^{k} \in X_{j}$ are chosen so that the collection of their projections $\left\{\pi_{j, i}\left(y_{j}^{k}\right): 1 \leqslant k \leqslant j, j \geqslant i\right\}$ is dense in $X_{i}$ for every $i$. Since $a$ is a continuous, there is a $j>i$ and a $1 \leqslant k \leqslant j$ such that $a\left(\pi_{j, i}\left(y_{j}^{k}\right)\right) \neq 0$. But then, $0 \leqslant a\left(\pi_{j, i}\left(y_{j}^{k}\right)\right) \otimes r_{j}^{k} \leqslant \Phi_{i, i+1}(a)$. By diagonalizing $a\left(\pi_{j, i}\left(y_{j}^{k}\right)\right)$, we can find a $\lambda>0$ and a rank one projection $s$ such that $\lambda s \otimes r_{j}^{k} \leqslant \Phi_{i, j}(a)$, and hence, $r_{j} \preceq \Phi_{i, j}(a)$. This proves the claim.

COROLLARY 6.7. The projection $R$ belongs to $I_{\min } \backslash \mathcal{A} \otimes \mathcal{K}$, and hence it generates $I_{\text {min }}$.

Proof. Let $e_{n}:=1_{\mathcal{A}} \otimes \sum_{k=1}^{n} e_{k k}$; then $\left\{e_{n}\right\}$ is an approximate identity of $\mathcal{A} \otimes \mathcal{K}$. By Lemma 6.6, the sequence $\left\{r_{k}\right\}$ is order dense, and hence by Lemma 6.5 it is thin. But then $R \in K_{\mathrm{o}}\left(\left\{e_{n}\right\}\right) \subset I_{\text {min }}$ by Lemma 2.13 Since $R \notin \mathcal{A} \otimes \mathcal{K}$ and $I_{\text {min }}$ is minimal among the ideals properly containing $\mathcal{A} \otimes \mathcal{K}$, it follows that $R$ generates $I_{\text {min }}$.

THEOREM 6.8. The projection $Q$ does not belong to $I_{\min }$, and hence $I_{\min } \neq I_{\text {cont }}$. Proof. Assume by contradiction that $Q \in I_{\min }$. Then $I_{\min }=I(R)$ by Corollary 6.7 and hence there is an $n \in \mathbb{N}$ such that $Q \leqslant n R$, i.e., $\bigoplus_{k=1}^{\infty} q_{k} \preceq \bigoplus_{k=1}^{\infty} n r_{k}$. Choose $i$ such that $n \leqslant \sigma(i-1)$. Then $n \leqslant \min \left(n_{i-1}, i!\right)$ by the assumption 6.1) and hence $e\left(n r_{i-1}\right) \neq 0$ by Lemma 6.4. On the other hand, by Proposition 3.6 there are $m, j \in \mathbb{N}, j \geqslant i$, such that $q_{m} \preceq \bigoplus_{k=i}^{j} n r_{k}$. By Lemma 6.5(ii), $q_{m} \preceq n r_{i-1}$ and since $e\left(q_{m}\right)=0$, it follows from Corollary 6.3 that $e\left(n r_{i-1}\right)=0$, a contradiction.

REMARK 6.9. (i) A consequence of Lemma 6.6 is the known fact that Villadsen's algebras have the (SP) property (e.g., see the proof of the (SP) property for the Villadsen's type algebras studied in [28]).
(ii) The same argument in the proof of Theorem 6.8 shows that $q_{m} \npreceq r_{i}$ for every $m, i \in \mathbb{N}$ which is an illustration of the well known fact that strict comparison of projections does not hold in $\mathcal{A} \otimes \mathcal{K}$.

Notice that so far we have only assumed that $n_{i} \geqslant \sigma(i)$. We can obtain more if we assume that $\mathcal{A}$ has flat dimension growth, that is sup $\frac{\operatorname{dim}\left(X_{i}\right)}{\operatorname{rank}\left(p_{i}\right)}<\infty$, (see Definition 1.2 of [31]), which are exactly Villadsen's finite stable rank algebras studied in [33].

THEOREM 6.10. Assume that $\mathcal{A}$ has flat dimension growth, then $I_{\text {cont }}$ is the largest proper ideal of $\mathcal{M}(\mathcal{A} \otimes \mathcal{K})$.

Proof. To prove that $I_{\text {cont }}$ contains every proper ideal of $\mathcal{M}(\mathcal{A} \otimes \mathcal{K})$, it suffices to prove that if $S \in \mathcal{M}(\mathcal{A} \otimes \mathcal{K})_{+} \backslash I_{\text {cont }}$ then $I(S)=\mathcal{M}(\mathcal{A} \otimes \mathcal{K})$, namely $S$ is full. Assume without loss of generality that $\|S\|=1$. By Theorem 3.1 and Remark 3.2, $S=D_{\mathrm{e}}+D_{\mathrm{o}}+a$ where $a=a^{*} \in \mathcal{A} \otimes \mathcal{K} \subset I_{\text {cont }}$ and $D_{\mathrm{e}}$ and $D_{\mathrm{o}}$ are diagonal series. Then at least one of the two series must also not belong to $I_{\text {cont }}$. To simplify notations, assume that $S$ itself is diagonal, namely $S=\bigoplus_{k=1}^{\infty} s_{k}$ where $s_{k} \in(\mathcal{A} \otimes \mathcal{K})_{+}$for every $k$ and the series converges strictly. Furthermore, find $\delta>0$ for which $\tau(S-\delta)_{+}=\infty$. Let $M:=\sup \frac{\operatorname{dim}\left(X_{i}\right)}{\operatorname{rank}\left(p_{i}\right)}$ and choose an increasing subsequence $\left\{m_{k}\right\}$ such that $\sum_{j=m_{k}+1}^{m_{k+1}} \tau\left(\left(s_{j}-\delta\right)_{+}\right)>\frac{M}{2}+2$. To simplify notations, assume $m_{k}=k$, i.e., $\tau\left(\left(s_{k}-\delta\right)_{+}\right)>\frac{M}{2}+2$ for every $k$. It was proven in Lemma 2.5 of [13] that for every $0 \neq c \in\left(\mathcal{A} \otimes M_{n}\right)_{+}$and $\varepsilon>0$, there is a projection $q$ with $\left|\tau(q)-\lim _{k \rightarrow \infty} \tau\left(c^{1 / k}\right)\right|<\varepsilon$ and $q \in \overline{c\left(\mathcal{A} \otimes M_{n}\right) c}$, and hence, $q \preceq c$. While the standard assumption in [13] was that $n_{i}=\sigma(i)$, no conditions on $n_{i}$ were used in the proof of that lemma. Moreover, it is routine to extend that lemma to $0 \neq c \in(\mathcal{A} \otimes \mathcal{K})_{+}$. Thus we can find a sequence $\left\{q_{k}\right\}$ of projections $q_{k} \preceq\left(s_{k}-\delta\right)_{+}$, such that for all $k$

$$
\left.\tau\left(q_{k}\right)>d_{\tau}\left(\left(s_{k}-\delta\right)_{+}\right)-\frac{1}{2^{k}} \geqslant \tau\left(\left(s_{k}-\delta\right)_{+}\right)\right)-\frac{1}{2^{k}}>\frac{M}{2}+\tau\left(1_{\mathcal{A}} \otimes e_{k k}\right)
$$

By Definition 2.1 of [31], $M \geqslant \operatorname{drr}(\mathcal{A})$ (we refer the reader to [31] for the definition of the dimension-rank ratio of $\mathcal{A}$ ) and by Theorem 3.10 of [31] it follows that

$$
1_{\mathcal{A}} \otimes e_{k k} \preceq q_{k} \preceq\left(s_{k}-\delta\right)_{+} \quad \forall k
$$

Then by Proposition 3.5 we have that

$$
1_{\mathcal{M}(\mathcal{A} \otimes \mathcal{K})}=\bigoplus_{k=1}^{\infty} 1_{\mathcal{A}} \otimes e_{k k} \preceq \bigoplus_{k=1}^{\infty} s_{k}=S
$$

which proves that $S$ is full.
Without the flat dimension growth condition, the conclusion of Theorem 6.10 no longer necessarily holds. To show that, first we need the following refinement of Lemma 6.5

Lemma 6.11. Let $\eta=\bigoplus_{k=i}^{j} \Phi_{k, j}\left(t_{k} \gamma_{n_{k}}\right)$, where $i \leqslant j$ are integers and $\left\{t_{k}\right\}$ is a monotone nondecreasing sequence of integers. For every $j^{\prime} \geqslant j$ we have

$$
\Phi_{j, j^{\prime}}(\eta) \cong m_{i} \gamma_{n_{i}} \times m_{i+1} \gamma_{n_{i+1}} \times \cdots \times m_{j^{\prime}} \gamma_{n_{j^{\prime}}}
$$

where $m_{k} \in \mathbb{N}$ and

$$
m_{k} \leqslant \begin{cases}t_{i} & k=i \\ t_{k}\left(1+e \frac{\sigma(k)}{(i+1)!}\right) & i+1 \leqslant k \leqslant j \\ t_{j} e \frac{\sigma(k)}{(i+1)!} & j+1 \leqslant k \leqslant j^{\prime}\end{cases}
$$

Proof. From 6.5 we have for every $j^{\prime} \geqslant j$

$$
\begin{aligned}
& \Phi_{i, j^{\prime}}\left(t_{i} \gamma_{n_{i}}\right) \cong t_{i} \gamma_{n_{i}} \times t_{i} \frac{\sigma(i+1)}{(i+1)!} \gamma_{n_{i+1}} \times \cdots \times \cdots \times{ }_{t_{i}} \frac{\sigma(j)}{(i+1)!} \gamma_{n_{j}} \times \cdots \times \cdots \quad \times \quad t_{i} \frac{\sigma\left(j^{\prime}\right)}{(i+1)!} \gamma_{n_{j}}
\end{aligned}
$$

$$
\begin{aligned}
& \Phi_{i+2 j^{\prime}}\left(t_{i+2} \gamma_{n_{i+2}}\right) \cong \quad \cdots \quad \times \quad t_{i+2}\left(\frac{\sigma(i)}{(i+3)!} \cdot \gamma_{n_{j}} \times \cdots \times \cdots \quad \times \quad t_{i+2} \frac{\left.\sigma i^{\prime}\right)}{(i+3)!} \cdot \gamma_{n_{j^{\prime}}}\right. \\
& \Phi_{i, j^{\prime}}\left(t_{j} \gamma_{n_{j}}\right) \quad \cong \quad t_{j} \gamma_{n_{j}} \times \cdots \times{ }^{t_{j} \frac{\sigma\left(j^{\prime}\right)}{(j+1)!} \gamma_{n^{\prime}}}
\end{aligned}
$$

Recall that if $\rho_{1} \cong s_{1} \alpha \times t_{1} \beta$ and $\rho_{2} \cong s_{2} \alpha \times t_{2} \beta$ for some complex vector bundles $\alpha$ and $\beta$ on spaces $X$ and $Y$, and integers $s_{1}, s_{2}, t_{1}, t_{2}$, then

$$
\rho_{1} \oplus \rho_{2} \cong\left(s_{1}+s_{2}\right) \alpha \times\left(t_{1}+t_{2}\right) \beta .
$$

Thus by summing the integer multipliers of the universal bundles $\gamma_{n_{k}}$ we obtain that

$$
m_{k}= \begin{cases}t_{i} & k=i \\ t_{k}+\sigma(k) \sum_{h=i+1}^{k} \frac{t_{h-1}}{h!} & i+1 \leqslant k \leqslant j \\ \sigma(k) \sum_{h=i+1}^{j} \frac{t_{h-1}}{h!} & j+1 \leqslant k \leqslant j^{\prime}\end{cases}
$$

By using the Lagrange remainder of the Taylor series for the exponential function, we see that $\sum_{h=i+1}^{k} \frac{1}{h!} \leqslant \frac{e}{(i+1)!}$. This inequality together with the monotonicity of the sequence $\left\{t_{k}\right\}$ establishes the claim.

PROPOSITION 6.12. Let $R_{\infty}:=\bigoplus_{k=1}^{\infty} k!r_{k}$. Then $R_{\infty} \notin I_{\text {cont }}$. If $n_{k} \geqslant k!\sigma(k)$, then $Q \notin I\left(R_{\infty}\right)$.

Proof. Clearly $R_{\infty} \in \mathcal{M}(\mathcal{A} \otimes \mathcal{K}) \backslash \mathcal{A} \otimes \mathcal{K}$ is a projection and $R_{\infty} \notin I_{\text {cont }}$ follows from $\tau\left(R_{\infty}\right)=\sum_{k=1}^{\infty} \frac{k!}{(k+1)!}=\infty$. To show that $Q \notin I\left(R_{\infty}\right)$ we reason as in the proof of Theorem 6.8. For every $n \in \mathbb{N}$, choose $i$ such that $(i+1)$ ! $\geqslant 2$ en and let $j \geqslant i$. Let $\eta$ be the complex vector bundle over $X_{j}$ corresponding to $\sum_{k=i}^{j} n k!r_{k}$.

Then $\eta \cong \bigoplus_{k=i}^{j} \Phi_{k, j}\left(n k!\gamma_{n_{k}}\right)$, and hence, by Lemma 6.11.

$$
\Phi_{j, j^{\prime}}(\eta) \cong n m_{i} \gamma_{n_{i}} \times n m_{i+1} \gamma_{n_{i+1}} \times \cdots \times n m_{j^{\prime}} \gamma_{n_{j^{\prime}}}
$$

Since

$$
n m_{k} \leqslant \begin{cases}n i! & \text { for } k=i \\ n k!\left(1+e \frac{\sigma(k)}{(i+1)!}\right) & \text { for } i<k \leqslant j, \quad \leqslant k!\sigma(k) \leqslant n_{k}, \\ \frac{e n}{(i+1)!} j!\sigma(k) & \text { for } j+1<k \leqslant j^{\prime}\end{cases}
$$

we see that $e\left(\Phi_{j, j^{\prime}}(\eta)\right) \neq 0$ for every $j^{\prime} \geqslant j$. Thus $e\left(n \underset{k=i}{j} t_{k} r_{k}\right) \neq 0$ by Definition 6.2 Reasoning as in the proof of Theorem 6.8, we then conclude that $Q \notin I\left(\widehat{R_{\infty}}\right)$.

Acknowledgements. This work was partially supported by the Simons Foundation (grant No 245660 to Victor Kaftal and grant No 281966 to Shuang Zhang).

## REFERENCES

[1] C.A. Akemann, G.K. Pedersen, Ideal perturbations of elements in $C^{*}$-algebras, Math. Scand. 41(1977), 117-139.
[2] C.A. Akemann, F.W. Shultz, Perfect $C^{*}$-algebras, Mem. Amer. Math. Soc. 55(1985), no. 326.
[3] B. BLACKADAR, Comparison Theory for Simple C*-Algebras, Operator Algebras and Applications, London Math. Soc. Lecture Notes, vol. 135, Cambridge Univ. Press, Cambridge 1988.
[4] F. Combes, Poids sur une C*-algébre, J. Math. Pures Appl. IX 47(1968), 57-100.
[5] J. Cuntz, Dimension functions on simple C*-algebras, Math. Ann. 233(1978), 145153.
[6] M. DădÂrlat, G. Nagy, A. Nemethi, C. Pasnicu, Reduction of topological stable rank in inductive limits of $C^{*}$-algebras, Pacif. J. Math. 153(1992), 267-276.
[7] E.G. Effros, Order ideals in a C*-algebra and its dual, Duke Math. J. 30(1963), 391-411.
[8] G. Elliott, Derivations of matroid C*-algebras. II, Ann. of Math. 100(1974), 407-422.
[9] G. Elliott, L. Robert, L. Santiago, The cone of lower semicontinuous traces on a C ${ }^{*}$-algebra, Amer. J. Math. 133(2011), 969-1005.
[10] V. Kaftal, P.W. NG, S. Zhang, Commutators and linear spans of projections in certain simple real C*-algebras, J. Funct. Anal. 266(2014), 1883-1912.
[11] V. Kaftal, P.W. NG, S. Zhang, Strict comparison of projections and positive combinations of projections in certain multiplier algebras, J. Operator Theory 73(2015), 187-210.
[12] V. Kaftal, P.W. NG, S. Zhang, Strict comparison of positive elements in multiplier algebras, Canad J. Math. 69(2017), 373-407.
[13] D. Kucerovsky, P.W. NG, A simple $C^{*}$-algebra with perforation and the corona factorization property, J. Operator Theory 61(2009), 227-238.
[14] D. Kucerovsky, F. Perera, Purely infinite corona algebras of simple $C^{*}$-algebras with real rank zero, J. Operator Theory 65(2011), 131-144.
[15] H. Lin, The structure of quasi-multipliers of $C^{*}$-algebras, Trans. Amer. Math. Soc. 315(1986), 142-172.
[16] H. Lin, Ideals of multiplier algebras of simple AF C*-algebras, Proc. Amer. Math. Soc. 104(1988), 239-244.
[17] H. Lin, Simple C*-algebras with continuous scales and simple corona algebras, Proc. Amer. Math. Soc. 112(1991), 871-880.
[18] H. Lin, An Introduction to the Classification of Amenable C*-Algebras, World Sci., New Hersey-London-Singapore-Hong Kong-Bangalore 2001.
[19] H. Lin, Simple corona C*-algebras, Proc. Amer. Math. Soc. 132(2004), 3215-3224.
[20] H. Lin, S. ZHANG, Certain simple C*-algebras with nonzero real rank whose corona algebras have real rank zero, Houston J. Math. 18(1992), 57-71.
[21] P. NG, L. Robert, Sums of commutators in pure C*-algebras, Münster J. Math. 9(2016), 121-154.
[22] E. Ortega, M. Rørdam, H. Thiel, The Cuntz semigroup and comparison of open projections, J. Funct. Anal. 260(2011), 3474-3493.
[23] G.K. Pedersen, C*-Algebras and their Automorphism Groups, Academic Press, London 1979.
[24] F. Perera, Ideal structure of multiplier algebras of simple $C^{*}$-algebras with real rank zero, Canad. J. Math. 53(2001), 592-630.
[25] M. RøRDAM, Ideals in the multiplier algebra of a stable $C^{*}$-algebra, J. Operator Theory 25(1991), 283-298.
[26] M. RøRDAM, On the structure of simple $C^{*}$-algebras tensored with a UHF algebra. II, J. Funct. Anal. 107(1992), 255-269.
[27] M. RøRDAM, A simple $C^{*}$-algebra with a finite and an infinite projection, Acta Math. 191(2003), 109-142.
[28] M. RøRDAM, The real rank of certain simple $C^{*}$-algebras, in Advances in Operator Algebras and Mathematical Physics. Proceedingsof the 2ed Conference on Operator Algebras and Mathematical Physics, Sinaia, Romania, June 26-July 4, 2003, Theta Ser. Adv. Math., vol. 5, Bucharest 2005, pp. 197-206.
[29] S. Stratila, L. Zsido, Lectures on von Neumann Algebras, Abacus Press, Turnbridge Wells 1979.
[30] A. Tikuisis, A. Toms, On the structure of the Cuntz semigroup in (possibly) nonunital C*-algebras, Canad. Mat. Bull. 58(2015), 402-414.
[31] A. Toms, Flat dimension growth for $C^{*}$-algebras, J. Funct. Anal. 238(2006), 678-708.
[32] A. Toms, Stability in the Cuntz semigroup of a commutative C*-algebra, Proc. London Matc. Soc. 96(2008), 1-25.
[33] J. Villadsen, On the stable rank of simple C*-algebras, J. Amer. Math. Soc. 12(1999), 1091-1102.
[34] S. ZHANG, A Riesz decomposition property and ideal structure of multiplier algebras, J. Operator Theory 24(1990), 209-225.
[35] S. ZHANG, $K_{1}$ groups, quasidiagonality and interpolation by multiplier projections, Trans. Amer. Math. Soc. 325(1991), 793-818.

VICTOR KAFTAL, DEPARTMENT OF MATHEMATICS, UniVERSITY OF CINCINNATI, P. O. Box 210025, Cincinnati, OH, 45221-0025, U.S.A.

E-mail address: victor.kaftal@math.uc.edu
P.W. NG, Dept. of Mathematics, University of Louisiana, 217 Maxim D. Doucet Hall, P.O. Box 43568, Lafayette, Louisiana, 70504-3568, U.S.A.

E-mail address: png@louisiana.edu
SHUANG ZHANG, Department of Mathematics, University of Cincinnati, P.O. Box 210025, Cincinnati, OH, 45221-0025, U.S.A.

E-mail address: zhangs@math.uc.edu

Received May 12, 2017; revised September 28, 2017.

